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Guest Editor’s Introduction for Special Issue on

Computational Experiment in Aeroacoustics and Aerodynamics

Tatiana Kozubskaya, DSc, Keldysh Institute of Applied Mathematics of RAS, Moscow, Russia

I am pleased to introduce this special issue of Supercomputing Frontiers and Innovations.
It is mainly composed of selected papers presented at the Tenth Russian conference “Com-
putational Experiment in Aeroacoustics and Aerodynamics” (CEAA2024) which took place in
September 16–21, 2024, in Svetlogorsk, Russia. Until 2018, these Russian conferences were held
jointly with International workshops on the same topics.

The goal of these bi-annual scientific events is to discuss the state-of-the-art of computa-
tional aeroacoustics and related nonstationary aerodynamics, as well as their challenges from the
viewpoint of aerospace and other industries dealing with high-speed flows and associated sound
generation. The conferences provide an opportunity for fruitful interdisciplinary discussions be-
tween researchers, engineers, software developers, and industry managers in order to foster the
development and promotion of computational experiments in aeroacoustics and aerodynamics as
an effective tool for applied research and design.

For publication in this special issue, we selected six papers whose topics are directly related
to supercomputing and thus best suited the journal scope. According to the agreement with the
Editorial board, all these papers went through the rigorous review process used by the journal.

Two papers of those six, namely by Alexey Duben with Viacheslav Sapozhnikov and with
Andrey Gorobets, are devoted to the development of special low-cost techniques to reproduce
and study computationally unsteady effects in turbomachinery. The paper by Ilya Abalakin,
Vladimir Bobkov et al. focuses on combining the complex turbulent flow simulation with mod-
eling the articulated blade mechanics for hinged helicopter rotors. The paper by Gleb Plaksin,
Pavel Rodionov et al. is aimed to recover distributed acoustic sources formed on the airframe of
a model supersonic business jet through analyzing the numerical data of scale-resolving simula-
tions of turbulent flows around the jet body. The papers of the authors’ teams, represented by
Anna Posudnevskaya and Aleksey Yatskikh present the results of fundamental numerical studies
of the turbulence development in Kolmogorov type flows and of the growth of localized distur-
bances in supersonic boundary layers, respectively. All of the above problems have very high
computational complexity and require large resources of modern supercomputers to solve them.

I would like to thank the journal Editors, Technical editors and all the involved reviewers for
preparing this special issue. Thanks to their kind assistance and earnest efforts, the JSFI special
issues collecting selected papers of the regular CEAA conferences are becoming a good tradition.

Besides, I would like to bring your attention to the upcoming CEAA2026 Conference sched-
uled for September 2026, in Svetlogorsk.
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Recent Technology Trends in High-Performance Computing:

Quantifying the Divergence of Top and the Rest

Sergey S.Konyukhov1 , Alexander A.Moskovsky1,2

© The Authors 2025. This paper is published with open access at SuperFri.org

Exploratory analysis methods were used to study basic characteristics of computing systems

from TOP500 Lists. One of the peculiarities of the distribution of computing systems by perfor-

mance is that it sufficiently well obeys an analog of the empirical Zipf’s law, in which logarithm

of performance is reciprocal to the rank of computing system. Based on this observation we can

divide all systems from the lists into several performance classes: top, high, base, and entry levels.

Our analysis also revealed differences between these classes in other characteristics besides, the

computational performance, e. g., such as power consumption. For all performance classes, trends

in evolution of the basic characteristics of TOP500 computing systems were described and, where

possible, comments were provided to explain their behavior. Performance and energy efficiency of

the TOP500 List computing systems in the next 5–10 years were estimated using simple linear

models obtained by the least-square method. We have found that energy consumption needed

for entry-level supercomputers to surpass the threshold value of performance and to enter into

TOP500 List will decrease during this period.

Keywords: TOP500 List, energy efficiency, supercomputer technology trends, Zipf ’s law.

Introduction

Data archives of the world-wide known TOP500 List present an indispensable source of

information about technology trends, international politics, economy, sociology, and other sub-

jects concerning the area of high-performance computation. The GREEN500 rating emerged

more recently with such important aspect as measurement of energy consumed by large high-

performance computing systems. As average energy consumption increased, this aspect became

one of the most important characteristics of computing systems along with their performance,

so the latest TOP500 Lists contain information about energy efficiency of computing systems.

Our work is dedicated to the combined analysis of performance and energy efficiency for com-

puting systems from TOP500 Lists.

TOP500 List consists of 500 entries sorted by maximal performance in HPL test, Rmax.

The rating has been updated twice a year since 1993. In each edition, Erich Strohmaier, Jack

Dongarra, and other rating authors present an analysis of new data and trends. They ana-

lyze long-term trends of Rmax on TOP1, TOP100, TOP500, or other sublists, and different

aggregates such as sums of Rpeak or Rmax of all TOP500 entries.

While Rmax of Rank 1 position for both GREEN500 and TOP500 lists demonstrate sharp,

step-like increase over the last years, most aggregate numbers change more smoothly. Decades-

long trends are clearly visible in the analysis of Rmax (Rpeak) of Rank 1 or Rank 500 positions

what allowed to make the long-term predictions such as the development of petaflops machines

n the early 2000s or the emergence of the exascale supercomputer by 2018 back in 2007–2008.

By the mid 2010s the fast pace of the performance increasing slowed down, driven by slower

progress of microelectronics3 and budget limitations. By the end of the decade, the number

of new systems in each TOP500 List edition also declined dramatically to 40–50 from more

than 150 in the 2000s.
1RSC Group, Moscow, Russian Federation
2Lomonosov Moscow State University, Moscow, Russian Federation
3Proclaimed Moore’s Law “death”.
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During the same period, energy efficiency of the Rank 1 computing systems from

GREEN500 List grew by the factor of 20 over the last 10 years. However, this rapid progress

was enrolled with diminishing returns from new microelectronic technology generations com-

pared to six decades of development of computer architectures. We think that it would be useful

to characterize quantitatively how such progress of the high-end technology is supported by a

“common” supercomputer system from TOP500 List because the most performant TOP500

systems cannot rely on bleeding edge technology – they need mature solutions that can be de-

ployed at scale. At the same time GREEN500 rating is a better indicator of new technology

trends as it demonstrates the best solutions viable enough to run efficiently the complex program

stack of LINPACK benchmark. In other words, we could suppose energy efficiency became the

most important characteristic of computing system.

In our work we noted and measured the recent decline in the “TOP500 entry power ticket”,

i. e., minimal energy consumption between all TOP500 systems, Min(P ). We suppose that it

demonstrates an important trend in the current technology development: divergence of the most

energy efficient architectures from a “general case” represented in low-rank TOP500 systems.

In other words, the cutting edge advances in CPU/GPU architecture become available to the

majority of practical users only after a significant period of time.

The article is organized as follows. Section 1 is devoted to the review of related works. In

Section 2 we describe our method by which we analyze data from TOP500 Lists. Section 3 con-

tains the discussion of obtained results. Conclusion summarizes the study and points directions

for further work.

1. Related Works

TOP500 List was initiated as a source of information to identify the current trends in the

field of high-performance computing and continue Mannheim List statistics proposed by Hans

Meuer [8]. Since 2001 in addition to brief analyses performed by the rating authors in each

TOP500 issue, papers have been regularly published, in which their authors tried also to reveal

technology trends and tendencies by statistical methods [1–4, 6, 7].

The scope of analysis was broad: from low-level detailed analysis of various subsystem

designs to market share of HPC vendors and application areas. In our paper we focus on energy

efficiency of supercomputers, or more specifically, on how much power would be enough to run

supercomputer having minimal performance sufficient to appear on TOP500 List.

The work [7] presents “strawman” design solutions of future supercomputers and uses the

TOP500 trends to estimate relative performance and energy efficiency of future designs, and

especially to carry out detailed analysis of future design of memory and interconnect subsystems.

Although in this work physical and infrastructure limits were taken into consideration, economic

limitations were underexplored. In our work we analyze relations between performance and

energy efficiency in a more formal way.

Out of the most recent publications, the papers [4] and [6] seem to be the most relevant

to the subject of our study. The former article overviews the performance and energy efficiency

trends and tries to give reasons for them by observing features of new hardware architectures.

For these purposes heterogeneous systems and top-rank systems were carefully studied.

The authors of the later paper made a unique comparison of actual trends of the 2010s

with the past assessment of “Exascale Report-2008” [5], and the “Frontier” supercomputer

characteristics were compared with “strawman” models presented in 2015. As a result this work

Recent Technology Trends in High-Performance Computing ...

6 Supercomputing Frontiers and Innovations



gives an idea how accurate such long-term projections can be. While the works [4] and [6]

focus mostly on top-rank systems, our work investigates trends in the entry-level systems of the

TOP500 Lists.

Continuing a series of their works, Abramov and Abramov [1] analyze the TOP500 Lists

of the latest years from different points of view. Together with other researchers they determine

the concentration of the most part of the aggregate performance by the top-ranks systems in

complete agreement with our observations.

2. Method

In this work we have analyzed data collected from top500.org website back to June 2013

since the first GREEN500 data became available. We used methods of exploratory data analysis

and try to figure out evolution trends for the basic characteristics of TOP500 systems.

We used the following primary data (i. e., measured data):

• maximal performance, Rmax;

• peak performance, Rpeak;

• energy consumption, power, P ;

• total number of cores, Ncores;

• number of accelerator/co-processor cores, Naccores;

and secondary data (i. e., derived quantities):

• resource usage efficiency, RUE = Rmax/Rpeak;

• energy efficiency, EE = Rmax/P.

First of all, we were interested in total energy consumption of a computational system having

performance compared with the performance of Rank 500 system because the cost of electric-

ity and the need to create special infrastructure required for the operation of computational

equipment with high energy consumption can limit the usage of high-performance systems in

practice.

Due to the specifics and quality of the used data4, we applied the following procedure for

our analysis:

1. divide computational systems from the TOP500 Lists by Rmax into several classes;

2. for each class deduce extrapolation formulae (models) describing behavior of Rmax and P

as functions of time (more precisely, as functions of TOP500 List number);

3. for two classes with strongly correlated data, transfer the model from the class having more

reliable statistical description to the class with less reliable data.

3. Discussion

The distinctive feature of the TOP500 systems is a significant difference between charac-

teristics such as maximal performance, energy consumption, or total cores number for Rank 1

computing systems and the vast majority of other computing systems in a list.

The distribution of Rmax by system ranks on a semi-logarithmic scale can be described as

an analogue of Zipf’s empirical law (see Fig. 1) and this behaviour is more or less the same for

all studied lists (see Fig. 2a).

4While the publication of Rmax is evidentally mandatory for TOP500 systems, such data as energy consumption

are practically absent for the most part of TOP500 List.
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Figure 1. Stratification of TOP500 systems by maximal performance
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Figure 2. Distribution of TOP500 systems by Rmax

The data presented in Fig. 1 show that it is quite difficult to provide an objective criterion to

divide all systems from TOP500 List into separate classes, so we formally divided the dynamic

range of log(Rmax) values into 4 approximately equal intervals, giving preference to the ease of

perception of information compared to the exact values. Thus, denoting Rmax for Rank 1 system

as Max(Rmax) we use as class boundries Max(Rmax)/4,Max(Rmax)/20, and Max(Rmax)/100,

(25%, 5%, and 1% of Max(Rmax)), instead of

log
(
Max(Rmax)

)
− log

(
Max(Rmax)

)
− log

(
Min(Rmax)

)

4
×K, K = 1, 2, 3;

what, as we believe, should not greatly change our results and conclusions. Moreover, at

Rmax = Max(Rmax)/4 the distribution changes its character, the density of points noticeably

increases and the slope of the curve decreases, i. e., the division of systems by this boundary

seems to us more or less objective and justified.

So, for the purpose of our analysis we distinguish the following types of computing systems:

• top class with Rmax > 25% of Max(Rmax);

• high class with Rmax > 5% of Max(Rmax) and Rmax < 25% of Max(Rmax);
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• base class with Rmax > 1% of Max(Rmax) and Rmax < 5% of Max(Rmax);

• entry class with Rmax < 1% of Max(Rmax).

We refer further to these classes as TOP, HIGH, BASE, and ENTRY classes, respectively.

The TOP class usually comprised 2–5 computing systems (see Fig. 2b). In the HIGH class

approx. 7–33 computing systems resided. Total number of computing systems in the BASE

and ENTRY classes, i. e., with Rmax < 5% of Max(Rmax), was never less than 460 during the

reviewed period (June 2013 – June 2024), so the BASE and ENTRY classes were never less than

92% of the total number of computing systems in TOP500 List.

The ENTRY class is not only the most widespread class, but also the most diverse one in its

design and technical characteristics (see, e. g., Fig. 3). Since the number of computing systems

from the ENTRY class reached up to 90% of the total number of systems within the BASE

and ENTRY classes, they are described further as one BASE class (as it denoted in Fig. 2b),

and the term entry-level systems is reserved for computing systems with Rmax close to Rmax of

Rank 500 systems, which we will denote further as Min(Rmax).

Each of the aforementioned classes has its own statistical characteristics. The TOP and

HIGH classes include relatively few computing systems; therefore, to describe their typical

properties, it is necessary to use such robust estimators as median. Although the BASE class

is the most representative class in terms of the number of computing systems, their properties

change over a wide range of values what from a statistical point of view can be interpreted as

the presence of “outliers”, and the usage of robust estimators like median is also preferable in

this case.
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Figure 3. Scatterplots based on energy consumption and maximal performance data

for TOP500 systems

Segregation of computing systems from TOP500 List into three classes is observed not

only by their maximum (or peak) performance, but also by other extensive characteristics, first

of all, by energy consumption and total number of computing cores (see Fig. 4–Fig. 6).

The behavior of intensive quantities defined either as ratio of two different extensive quanti-

ties (e. g., energy efficiency) or as fraction (e. g., resource usage efficiency) is more complex. For

each TOP500] List maximum energy efficiency among all systems almost always was attained

by not top-level, but basic-level systems (see Fig. 5a); which is understandable because the most
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for different performance classes
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energy-efficient technologies, due to their novelty, are first tested on relatively small computing

systems.

During the observed period the ratio of co-processor cores to total number of cores was

approximately the same for all three classes (see Fig. 6b) and was ≈ 0.7 until mid-2016, and

then increased more or less abruptly to 0.9. Therefore, it can be assumed that the difference

between classes is due to absolute value of total core number and performance per core, rather

than a fundamental difference in architecture.
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[Max/Median/Min – maximal/median/minimal within a class]

Similarly, the resource usage efficiency for all three classes has the same distribution with

no significant difference between the mean and median values (see Fig. 5b). Possibly it can be

explained by the fact that this characteristic depends more strongly on software settings and HPL

test running conditions rather than on hardware parameters and specifics. More precisely, the

increasing of GPU cores number in computing system hinders their usage efficiency. Indirectly
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it is confirmed by the fact that starting from Lists#48–52 there was a significant growth in

the proportion of co-processor cores used in computing systems accompanied by a fall in the

resource usage efficiency (compare Fig. 5b and Fig. 6b).

Considering the evolution of the main extensive characteristics we may conclude that:

• all characteristics have revealed growth except the minimal energy consumption, Min(P ),

and energy consumption of BASE class, P (BASE), the behavior of which is more com-

plicated;

• gaps between characteristics of the top and base or entry level systems also have widened

during the observation time.

Data given in Tab. 1 and Tab. 2 illustrate these trends. Meanwhile some comments would

probably be appropriate.

For the TOP and HIGH classes the average number of cores in computing system correlated

with the average performance (see Fig. 6a). However, for the BASE class the dependence between

these two characteristics was extremely complicated. Indeed, the maximum number of cores for

the base-level systems was comparable to the minimum number of computing cores for the top-

level systems, meanwhile the performance between the base-level and top-level systems could be

different by 2–3 orders of magnitude (compare Fig. 4a and Fig. 6a).

3
4

5
6

7
8

# TOP500 List

lo
g1

0(
 N

co
re

s 
)

45
[06/2015]

50
[11/2017]

55
[06/2020]

60
[11/2022]

3
4

5
6

7
8 TOP HIGH BASEMax

Median
Min

(a) Total cores number,

Ncores

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

# TOP500 List

N
ac

c 
: N

co
re

s

45
[06/2015]

50
[11/2017]

55
[06/2020]

60
[11/2022]

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

TOP HIGH BASE

(b) Accelerator/Total cores numbers ratio,

Naccores/Ncores

Figure 6. Formal performance characteristics of TOP500 systems

[Max/Median/Min – maximal/median/minimal within a class]

While the maximum energy consumption has increased steadily over time, the minimum

energy consumption could both increase and decrease (see more details later, Fig. 7b). It can be

arguably explained as follows. Usually the computing system with the maximum performance

has energy consumption near to maximum values, and therefore it sets the value of the maximum

energy consumption for the lists during its almost entire service life. Here, the most prominent

example are Tianhe-2/Tianhe-2A supercomputers.

Meanwhile, for the computing systems with minimal energy consumption and performance

the time of presence in the TOP500 Lists is mainly determined by growth rate of the entry

threshold value of Rmax
5.

5 On average, energy consumption was not reported for 250–300 systems out of 500, what evidently complicates

the analysis; one can assume technical difficulties in the reliable measuring of this parameter but by and large we

have no explanation for this fact, because, e. g., List#49 contains data for all systems.
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Table 1. Median values of basic characteristic for TOP500 systems

TOP500 List

41 63

June/2013 June/2024

Total Cores, Ncores

TOP

HIGH

BASE

786 432

186 368

16 388

7 630 848

1 305 600

79 524

Maximal Performance, Rmax, TFlop/s

TOP

HIGH

BASE

17 173.2

2 897

143.4

561 200

98 510

3 430

Power, P, kW

TOP

HIGH

BASE

8 209

2 301

431.3

26 343

6 316

798.3

Energy Efficiency, EE, GFlop/s per W

TOP

HIGH

BASE

2.14

1.15

0.49

39.54

25.44

6.01

Ncores(TOP )/Ncores(BASE) 48 96

Rmax(TOP )/Rmax(BASE) 120 164

P (TOP )/P (BASE) 19 33

EE(TOP )/EE(BASE) 4.37 6.58

Table 2. Growth factors of basic characteristics for TOP500 systems between two time

snapshots: List#41 [June, 2013] and List#63 [June, 2024]

Growth

Total Cores, Ncores

TOP

HIGH

BASE

9.7

7.0

4.8

Maximal Performance, Rmax, TFlop/s

TOP

HIGH

BASE

32.68

34.0

23.92

Power, P, kW

TOP

HIGH

BASE

3.2

2.7

1.8

Energy Efficiency, EE, GFlop/s per W

TOP

HIGH

BASE

18.5

22.1

12.2

Gap Growth

Ncores(TOP )/Ncores(BASE) 2.0

Rmax(TOP )/Rmax(BASE) 1.4

P (TOP )/P (BASE) 1.7

EE(TOP )/EE(BASE) 1.5

Recent Technology Trends in High-Performance Computing ...

12 Supercomputing Frontiers and Innovations



The data in Tab. 1 and Tab. 2 show that computing systems from different classes evolved

differently; however, some general patterns common for all classes can be identified. For ex-

ample, the comparison of growth factors for number of cores in computing system and energy

consumption shows that, on average, energy consumption per computing core has decreased:

more for the TOP and HIGH class systems and less for the BASE class systems. For example,

theoretical growth in EE(TOP ) can be roughly estimated as 32.68/3.2 = 10.2, but empirical

growth is 18.5, i. e., 1.8 times more. For EE(BASE) these values are 23.92/1.8 = 13.3 and 12.2,

respectively.

The comparison of the growth in the total number of cores with the growth in performance

shows that the greatest increase in performance per one core has occurred in the BASE class,

32.68/9.7 = 3.37 and 34.0/7.0 = 4.85 vs. 23.92/4.8 = 4.98 (see Tab. 2). Complementing this

observation with the contrary tendency for energy consumption per computing core, it can be

assumed that the greater rate of the growth in the performance per one core for the BASE

class systems in comparison with this growth for the TOP class systems was due to the usage

of computational cores from the top-level systems of the previous generations in the present

base-level systems because, this hardware is usually already available on the market and can

be used widely. While the growth in the performance per one core for the top-level systems is

possibly connected with the usage of new types of computing cores, which require more time for

their development and production.

Thus, it seems that the growth in the total performance was mainly related with the growth

of the total number of cores for the TOP/HIGH class systems and with the growth of the

performance per core for the BASE class systems.

Studying the behavior of energy efficiency, EE, we can make the following observations

(see Fig. 5a):

• maximum energy efficiencies for the computing systems from all three classes were rel-

atively close, which indicates, the simultaneous emergence of the most energy efficient

platforms in all three classes (green lines on Fig. 3 and dotted lines on Fig. 5a);

• minimum energy efficiency of the computing systems of a higher performance class was

close to average energy efficiency of a lower performance class what probably reflects the

natural “aging” of computing systems when less energy-efficient computing systems are

replaced by more energy-efficient ones and pass into a lower performance class.

Distribution of resource usage efficiency, RUE, remained almost without significant changes

except for the sharp drop in the minimum values in the last few years. This is probably caused by

an appearance in the Top500 Lists of computing systems not initially intended for massively

parallel calculations, or perhaps due to the fact that HPL test benchmarking was executed not

using all computing resources available in such systems (see Fig. 5b).

To summarize, it can be argued that the gap in performance between the TOP and BASE

class systems was mainly widening due to the usage in the TOP class systems of large number of

increasingly more powerful computing equipment having increasingly greater energy efficiency.

No matter how the facts listed above might be trivial, taken together, they show the degree of

heterogeneity in the evolution of computing systems from TOP500 Lists.

The trends of the basic characteristics presented above show that the maximum/minimum

values of the characteristics have the greatest variability and the tendency to sharp transitions

that are difficult to predict, so more reliable information can be obtained by considering the

median values. In addition, it should be noted that extrapolation of derived quantities such

S.S. Konyukhov, A.A. Moskovsky
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as, for example, energy efficiency, EE, has an even lower degree of reliability compared to

extrapolation of primary (i. e., measured) characteristics, since derived quantities depend on

implementation of not one, but several (at least two) random variables.

On the basis of the presented information, we try to predict the energy consumption of

a typical computing system from three main classes in 5 and 10 years, as well as what the

lowest value of the energy consumption of a system, the computational performance of which

corresponds to the threshold level to enter to TOP500 List.

Our choice of a forecast horizon is based on the Bell’s empirical law [8], which states that

complete mass replacement of computing technologies occurs within 10 years on average.

The data from the TOP500 Lists on computing performance and energy consumption

show that, as a rule, changes of these two quantities had complex abrupt nature, so for their

extrapolation we used the simplest linear extrapolation designed first of all to highlight the

general global trend.

In case of the TOP or HIGH classes, such approximation seems quite sufficient. In case of

our particular interest, i. e., for the data on computational performance and energy consumption

of the BASE and ENTRY class systems, it seems reasonable for the sake of more accurate

description to take the nonlinear component into account in addition to the global linear trend

(see Fig. 7).

Thus, for quantities R = Max(Rmax), Rmax(TOP ), Rmax(HIGH), in TFlop/s, the follow-

ing formula was used:

Y = A ·X +B, (1)

where Y = log10(R) and X is TOP500 List number, and similarly, for quantities

P = Max(P ), P (TOP ), P (HIGH), in kW, the following formula was used:

Ỹ = A ·X +B, (1’)

where Ỹ = log10(P ) and X is TOP500 List number.

To take into account the nonlinear effects having local nature, a nonlinear term was added

to the linear trend (1/1’):

Y = C · log10(X) +D ·X + E, and (2)

Ỹ = C · log10(X) +D ·X + E, respectively. (2’)

We used the least squares method to obtain the coefficient values for all our models with

data from Lists#41–60 as training data and data from Lists#61–63 as test data (see Tab. 3).

In Tab. 4 and Tab. 5 the results of predicting the values of Rmax and P using the formulas

(1–2) are given. Figure 8 shows the energy efficiency values calculated as the ratio Rmax/P, where

Rmax and P were estimated by formulas (1) and (2), along with the corresponding measured

values. The dotted lines in Fig. 8 indicate the hypothetical boundaries of energy efficiency (the

red line is for the minimum and the green line is for the maximal values) estimated by the

following formulae:

Max(EE)estimated =
(
fpol(X) · fexp(X)

)1/2
,

fpol(X) = 458.5 − 20.3X + 0.2269X2,

fexp(X) = 10(0.064X−2.13);

Min(EE)estimated = 0.014X − 0.62, where X is TOP500 List number.
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Figure 7. Measured and extrapolated values for basic characteristics of TOP500 systems

Table 3. The coefficients for models (1/1’) and (2/2’)

A B C D E

Max(Rmax) 0.08337 0.90365 — — —

Rmax(TOP ) 0.08773 0.46187 — — —

Rmax(HIGH) 0.08499 −0.24883 — — —

Rmax(BASE) — — 24.4634 −0.1402 −31.6292

Min(Rmax) — — 25.2348 −0.1439125 −32.9403375

Max(P ) 0.01406 3.61809 — — —

P (TOP ) 0.02465 2.89387 — — —

P (HIGH) 0.01878 2.52791 — — —

P (BASE) — — 15.6505 −0.1141 −18.0546

Min(P ) — — 15.0905 −0.1219405 −17.79493

To derive this formulae, we performed a standard statistical trial-error procedure including:

1. the choice basis function to cope with nonlinearity;

2. the least-square procedure.

The similar behavior of the calculated energy efficiency for all three performance classes

can imply the reasonable correctness of the values of Rmax and P obtained by formulae (1) and

(2). Therefore, it can be assumed that model (2) for Min(Rmax) and Min(P ) also correctly

describes the behavior of Rmax and P for systems of the entry level. As the main result we

could suppose that energy consumption for the computing system with the performance of the

TOP500 entry threshold will decrease in the next 5–10 years (see Tab. 5).

Conclusion

1. The emphasis placed in this work on the difference between the top-level and base-level

systems made it possible not only to show the heterogeneity of the development of the

HPC area, but also served as a methodological basis for identifying the reasons for such

heterogeneous development; whereas the knowledge of such causes and relationships between

various characteristics allows to build more accurate models to describe their behavior.
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Table 4. Measured and predicted by formula (1) and (2) maximal performance

for TOP500 systems

TOP500 Maximal Performance, Rmax, TFlop/s

List Max(Rmax) Rmax(TOP) Rmax(HIGH) Rmax(BASE) Min(Rmax)

Measured

61 1 194 000 442 010 93 015 2 878 1 872

62 1 194 000 561 200 94 640 3 131 2 015

63 1 206 000 561 200 98 510 3 430 2 130

Predicted

61 975 483.7 650 728.8 86 210.47 3 117.726 2 154.970

62 1 181 925.2 796 397.7 104 845.55 3 360.430 2 332.026

63 1 432 056.0 974 675.4 127 508.75 3 599.048 2 507.113

64 1 735 122 1 192 861 155 070.8 3 830.921 2 678.261

65 2 102 326 1 459 890 188 590.6 4 053.448 2 843.518

70 5 489 718 4 008 390 501 729.9 4 945.058 3 519.391

Relative Errors, %

61 −18 47 −7 8 15

62 −1 42 11 7 16

63 19 74 29 5 18

Table 5. Measured and predicted by formula (1) and (2) energy consumption

for TOP500 systems

TOP500 Power, P, kW

List Max(P) P(TOP) P(HIGH) P(BASE) Min(P)

Measured

61 29 899.2 22 703 7 438 749 38

62 29 899.2 23 695 7 421 877.87 44.07

63 38 698.4 26 343 6 316 798.27 44.07

Predicted

61 31 905.1 23 997.7 4 814.93 844.51 51.08

62 33 285.1 25 232.5 5 042.43 837.58 49.30

63 34 724.8 26 530.8 5 280.68 827.33 47.40

64 36 226.8 27 895.9 5 530.19 813.99 45.40

65 37 793.8 29 331.2 5 791.49 797.81 43.32

70 46 705.7 37 694.7 7 295.25 684.08 32.56

Relative Errors, %

61 7 6 −35 13 34

62 11 6 −32 −5 12

63 −10 1 −16 4 8
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Figure 8. Measured and predicted values along with hypothetical estimations

of energy efficiency for computing systems from TOP500 List

2. The proposed procedure for the estimation of energy consumption of Rank 500 system

allowed us to make prognosis for the near future. Despite the increase in the threshold

value of Rmax required to include a computing system in TOP500 List, the total cost

of the energy entry ticket will decrease due to the rapid growth in the energy efficiency

of computing equipment. According to our estimations, it will decrease by 2 times in the

next 5–10 years. We expect this trend to continue in the next few years, as adoption of

thin-cored, vector and tensor-operation architectures for general numerical simulation. If

the trend continues for a few years, we could install Top500 system in facilities such as

International Space Station or Antarctic research sites (under 10 kW budget).

3. The decision to limit ourselves to the consideration of only quantitative characteristics,

related directly to the functioning of computing systems, allowed us to carry out the analysis

at a relatively simple level. However, a more complicated approach based on the inclusion

qualitive characteristics describing computing system design (for example, processor/co-

processor model, type of interconnect and so on) into consideration can increase the accuracy

of the forecast provided that machine learning methods are used that make it possible to

uniformly take into account both quantitative and qualitative characteristics of the objects

being studied.
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3D Numerical Simulation of Micro-Jet Excitation
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Excitation of round laminar air micro-jet by volumetric force and by pulse-periodic heat source

was simulated using the FlowVision software package in 3D formulation at normal conditions.

Heat source and volumetric force imitate an influence of electrical discharge. Air jet was formed

by a circular cross-section channel with inner size of 1 mm with the Poiseuille velocity profile

at inlet boundary, the maximum profile velocity was 5 m/s. The conditions corresponded to

the formulation of the problem considered earlier in the experiment. Dependence of large-scale

vortex formation from volumetric force frequency and amplitude was obtained. Amplitude of force

corresponding to the effect of the discharge on the air jet was determined and was set to 5 µN. For

round laminar jet the exited oscillations of the jet was obtained at frequency range 500–2500 Hz,

further increase in the frequency of oscillations left the shape of the jet close to the initial. Lack

of influence of pulse-periodic heat source on flow structure was discussed. The results obtained

demonstrate that the main contribution from the corona discharge to the jet in the experiment is

provided by the volumetric force (ionic wind), and not by the heating of the gas.

Keywords: micro-jet, excitation, discharge, instability, numerical simulation.

Introduction

Studies of the stability of laminar jet flows and the mechanisms of their instability and

excitation are of significant interest for various applications, including burners and combustion

chambers of various types, chemical reactors, and medical devices [1]. For example, micro-jets

are used to control the flow pattern and structure of a large diameter jet [2]. A significant part

of investigations is dedicated to the so-called micro-jets with a diameter of no more than 1 mm,

the excitation of which by volumetric force and heat source will be investigated in this work.

The flow in micro-jets differs significantly from macrojets, the conditions for vortex formation

change, and the penetration depth increases [3]. Similar studies of the stability of micro-jets are

carried out not only in gases, but also in liquids; thus, in work [4] the transition of a laminar

jet to newtonian turbulence, elasto-inertial filaments, and elasto-inertial turbulence is described,

depending on the addition of polymer.

The velocity profile in the nozzle influences the position of laminar-turbulent transition

and/or excitation of various types of instabilities. The closer the profile is to the Poiseuille

(parabolic), the further from the nozzle the transition and/or excitation of various types of

instabilities occurs. The parabolic profile forms due to the growth of the boundary layer.

Therefore, to obtain extended laminar jets, the diameter d of the gas channel should be much

smaller than its length L (L/d > 100). In the practical applications [5, 6] both the stabilization

of laminar jets and the early excitation of instabilities are of interest. The excitation leads to

increased jet mixing with the surrounding gas (moving or stationary) and intensification of

combustion.

The classical method of jet excitation is to use acoustic vibrations [7]; however, in most works

the use of a plane wave is discussed, i.e., non-local influence [8–10]. Thus, in [11] the bifurcation

of a propane micro-jet under external acoustic influence and an increase in flame stability are

shown. In addition to the excitation of instability or bifurcation of the jet, acoustic radiation

contributes to reducing NOx concentration during the combustion of a laminar hydrogen jet in
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the air [12]. However, in recent works the local acoustic influence is also considered – but it is

discussed in relation to turbulent jets, for example, in [13, 14] the excitation of a turbulent jet

is investigated using local input of acoustic radiation at the nozzle edge.

Electrical discharges of various types can provide local effects: form shock waves, be

a source of volumetric force and heat generation. For example, spark discharges have been

considered in various settings as an actuator that intensifies the mixing of a transverse gas

jet with a supersonic air flow, both experimentally [15] and using numerical modeling [16, 17].

In [18], the possibility of excitation and turbulence of a laminar jet using a corona discharge

was experimentally investigated; bifurcation of the jet with a rapid transition to turbulence

was shown by analogy with works on acoustic excitation [11]. Analysis of the literature showed

that it is noteworthy that the stability of micro-jets and the possibility of their excitation

using acoustic vibrations through numerical modeling were practically not considered, with rare

exceptions [19] where the instability of a plane (two-dimensional) jet was considered. At the

same time, such works are known for turbulent jets, for example, in work [20] the instability

and bifurcation of a turbulent jet caused by a pulsed micro-jet impact located on the nozzle

edge were considered using DNS modeling. In our previous work, the fundamental possibility

of modeling the excitation of a flat (two-dimensional) microjet using an acoustic impact or

a heat source in FlowVision was considered, and positive results were obtained [21]. FlowVision

is a commercial heavy industrial CFD code that is used both for fundamental research and for

solving applied problems [22, 23]. Therefore, it looks relevant to consider, using 3D numerical

modeling by FlowVision, the stability of the round laminar microjet and the possibility of its

local excitation using a pulse-periodic force or energy input simulating a corona discharge under

the conditions corresponding to experimental research [18].

The article is organized as follows. Section 1 is devoted to description of a simulation model

and boundary conditions. In Section 2 we discuss the amplitude of volumetric force at which

the results obtained in the simulation will coincide well with the experiment on the effect of

a corona discharge on an air jet. Section 3 represents the results of the simulation for fixed jet

velocity 5 m/s at varying the frequency of the discharge. And Section 4 demonstrates the lack

of influence of pulse-periodic heat source on flow structure. Conclusion summarizes the study

and reveals that the main contribution from the corona discharge to the jet in the experiment

is provided by the volumetric force (ionic wind), and not by the heating of the gas.

1. Model and Boundary Conditions

Obtaining detailed information on the distribution of gas-dynamic quantities is significantly

difficult in an experiment on excitation of a laminar micro-jet using an electric discharge.

Numerical modeling can be used to obtain information about pressure and velocity fields

throughout the volume of interest. Previous attempt to describe the influence of discharge by

numerical simulation was performed in a 2D formulation [21] to evaluate the capabilities of the

software and due to limited computing resources. Having a license of FlowVision for computing

on 64 cores and a PC based on AMD Ryzen 9 3900X (12 cores), equipped with 64 GB of memory,

as well as the possibility to use the nodes of the “Fischer” supercomputer of JIHT RAS based on

AMD Epyc 7301 / AMD Epyc 7551 (16 / 32 cores), it was decided to perform three-dimensional

modeling of the excitation of a circular laminar air jet by discharge.

Numerical modeling of the excitation of a jet by the operation of a discharge was performed

using the FlowVision 3.14 software package. The simulation is based on solving a three-
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dimensional unsteady system of Navier–Stokes equations with second-order central difference

scheme of accuracy. The turbulence model was disabled, and taking into account fairly large cell

size and schematic viscosity, the simulation performed is closer to LES than to DNS.

The calculation area is a cylinder with a length (along the stream) of 60 mm and a diameter

of 50 mm and is presented in Fig. 1. There is a tube 5 mm long with an internal diameter of

1 mm and an external diameter of 1.2 mm located along the x-axis on one of the boundaries. At

the distance of 3 mm from the edge of the tube there is an area of volumetric force or volumetric

heat, simulating the operation of a discharge. The project used a rectangular computational

mesh (Fig. 2) with adaptation: an increased level of adaptation (refinement of the computational

mesh) was used in the area of air jet flow. The cells near the boundary conditions have a complex

shape because they are cut off by geometry. Thus, inside the tube there are 46 cells per channel

diameter, and the total number of cells in the project did not exceed 5 million. The simulation

required the use of a small time step (CFL < 1) and it was set to 2 µs.

Figure 1. Calculation domain and boundary conditions

Figure 2. Computational grid on the background of jet passive scalar

The “wall” boundary condition (no-slip boundary) was used on the inner wall of the tube

and on the edge; a Poiseuille velocity profile was installed at the entrance of the tube; the

maximum profile speed U0 was set to 5.0 m/s. At the entrance to the computational domain

from the side of the tube, a constant velocity boundary condition of 0.1 m/s was set to minimize

the mutual influence of pulsations created by the discharge. The working gas was air. In all
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calculations, to accurately determine the jet passive scalar, two identical substances were used,

both having the properties of air: “Air1” as jet and “Air2” as ambient medium. Jet passive

scalar is then defined as Y = [Air1]/([Air1] + [Air2]), where [X] is mass concentration of X.

This made it possible to visualize the jet similarly to visualization using smoke/spray in the

experiment.

On the outer walls of the tube, as well as along the curved surface of the cylindrical

computational domain, a symmetry condition was established (a surface with flow slip and

zero gradient of all values). At the remaining boundary opposite the tube, zero relative total

pressure was established (i.e., the total pressure was equal to the reference pressure). The relative

temperature at all permeable boundaries was set to zero. The reference temperature and pressure

were set to 273 K and 101000 Pa, respectively. Thus, the simulation parameters corresponded

closely to the setup described in the experimental work [18].

2. Choosing the Amplitude of Volumetric Force

It is well known that a corona discharge causes an ion wind (a directed gas jet) and is

also a weak source of heat. To simulate the effect of a corona discharge on a laminar jet by

volumetric oscillating force, it is necessary to know the amplitude of the force. For example, in

the work [24], the volumetric force characteristic of a dielectric barrier discharge is indicated as

a 2–5 µN and the corona discharge is close to it in type [25]. In accordance with these data,

the amplitude of the integral force was tested in the range of 1–10 µN. The external force was

applied to an elliptical shape region marked in Fig. 1, the chosen shape of the volume force

region approximately corresponds to the effect observed in the experiments [24, 25].

In this paper, the dependence of force on time is assumed as sinusoidal. However, it should

be noted that this a simplification. Due to the peculiarities of the corona discharge, in reality

the force acting on the jet is expected to depend on time in a more complex way. Nevertheless,

in this study, it was decided to limit ourselves to the effect of a sinusoidal external force, i.e.,

corresponding to a narrow spectrum in Fourier space.

The data from [18] were used as a basis for determining the amplitude of the external force:

the photographs of a seeded laminar jet excited by a corona discharge. In [18], photographs of

the jet are given for several values of the amplitude of the voltage in the discharge at a fixed

frequency of 1500 Hz, but data on the volumetric force are missing. For several values of the

voltage in the simulation, the corresponding amplitude of the external sinusoidal force was

selected.

The comparison of the experiment and the simulation was carried out as follows. The

divergence angle of the jet streams was measured. According to the experimental images, this

angle was determined by a clearly visible boundary between the dark and seeded areas. In the

simulation, straight lines were drawn through areas with a given value of the passive scalar

(substance fraction) of the jet to determine the angle. By comparing the divergence angle in

the simulation and in the experiment, the corresponding values of the external force amplitude

in the simulation were selected for several values of the discharge voltage. Figure 3 shows the

photographs of the jet from the article [18] and the results of the computer simulation in a single

scale.
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(a) 3.6 kV, 2 µN (b) 3.8 kV, 5 µN (c) 4.5 kV, 7.5 µN

Figure 3. Comparison of experiment (with different crown discharge voltage) and simulations

(with different force amplitude). The experiment is shown in grayscale (spray visualization)

and the simulation is shown as a color scale

3. Results for Fixed Jet Velocity at Varying the Frequency

of the Discharge

In this part of the research, the amplitude of the force F = 5 µN was selected. It corresponds

to the amplitude of the voltage in the discharge of 3.8 kV, because at this voltage the dependence

of the flow configuration on frequency was studied in the experiment. The jet was modeled under

the action of a periodic external force with a frequency of 500 to 2500 Hz. The goal of this part

of the work was a qualitative observation of the jet response to action with different frequencies.

A comparison of the obtained distributions of the passive scalar of the jet with the images from

the article [18] for several frequencies is shown in Fig. 4.

At the highest frequency of 2500 Hz, visible oscillations similar to those observed in the

experiment are formed in the jet. But the jet in the simulated section has only one stream, i.e.,

in each cross-section of the jet there is only one local maximum of the jet passive scalar.

At lower frequencies (this is especially pronounced for 1500 Hz), the jet splits into two

streams in the plane formed by the initial velocity vector and external force vector. The jet

splitting point is arbitrary, since the passive scalar on the jet axis decreases smoothly. However,

this qualitative transition occurs closer to the injector in cases with lower frequencies.

For a frequency of 1000 Hz, a significant discrepancy between the simulation and

experimental results begins. This can be explained by the fact that in reality a time dependence

of the force differs from the sinusoidal one, and at low frequencies this difference is most

pronounced. At a low frequency of the external force, 500 Hz, the jet does not just break

up not into two branches, but splits into separate fragments drifting along the flow.

Next, the structure of the jet is studied in detail using the example of one particular case

(1500 Hz, 5 µN), and the processes that determine the mixing of the jet with the external flow

are analyzed. Figure 5 shows a three-dimensional visualization of the jet structure for the case of

1500 Hz. The lines on two planes mark the position of the jet boundary, drawn at the level of 50%

of the jet passive scalar. The ellipsoid marks a position of the area with a volumetric force. The

force vector is parallel to y-axis. The jet has almost no oscillations in the direction perpendicular

to the force vector. The disturbances caused by the external force are most pronounced in the

x-y plane.
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(a) 500 Hz, Sr = 0.1 (b) 1000 Hz, Sr = 0.2

(c) 1000 Hz, Sr = 0.3 (d) 1000 Hz, Sr = 0.4 (e) 1000 Hz, Sr = 0.5

Figure 4. Jet passive scalar distribution. For (a) no experimental data provided

Figure 5. 3D jet visualization: 50% jet passive scalar contours in two planes

The streamlines in the jet and the co-current flow surrounding it are shown in Fig. 6. As

follows from the image, the gas surrounding the jet is partially drawn into the area of the force

action and the surrounding volume. Thus, mutual penetration of the jet and flow matter occurs,

which enhances kinematic mixing.

The layers located far from the jet (at a distance of about 2 injector diameters) bend around

the jet without mixing with it. Thus, the jet and the adjacent layers of the external flow form

a domain within which the kinematic mixing of the layers occurs. However, the layers of this

domain do not undergo kinematic mixing with the layers of the surrounding flow. At a distance
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Figure 6. Streamlines in jet and surrounding stream and jet passive scalar

from the point of action of the force (about 5 jet diameters), the streamlines become almost

straight. This means that with further propagation of the jet, mixing is caused mainly by

molecular processes (diffusion).

The dashed line in Fig. 6 denotes a line directed along one of the two jet streams. The passive

scalar profile along this line is shown in Fig. 7a. This profile illustrates how the jet substance

mixes with the ambient air: both in the region of curved streamlines and in the region where the

streamlines are straight. As follows from the figure, alternating portions of the jet and portions

of external air gradually mix, causing the oscillations of the passive scalar to dump. At the same

time, a general trend towards a decrease in the passive scalar is observed due to the divergence

of the jet.

(a) Profile along a dotted line in Fig. 6 (b) Normalized Fourier transform

of a part of the profile

Figure 7. Jet passive scalar distribution

On the right in Fig. 7b the Fourier spectrum obtained using the FFT is presented for

the right part of the passive scalar graph (for the right stream). From this spectrum, one can

determine the characteristic spatial period λ of the jet structure. In the work [18], a similar

(with minor differences) analysis of the spatial frequency of disturbances was carried out based

on the experiment for a frequency of 1000 Hz. The wavelength (1.5 ± 0.3) mm obtained in the

simulation agrees well with the experiment.
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The jet and the external force can be quantitatively compared by the momentum per unit

of mass. For jet it is just the velocity Pjet = U0 = 5 m/s. The force momentum for the half

period is Pforce = F/(πρfV ) ∼ 3 m/s, where F = 5 µN is the amplitude of volumetric force,

V = 4.6 · 10−10 m3 is the volume of the region to which the force is applied, ρ = 1.28 kg/m3

is mass density, and f ∼ 1000 Hz is frequency. These quantities, Pjet and Pforce, are of the

same order. This is in good agreement with the results of an experimental study of corona

discharge [18] – the speed of the jet initiated by the corona is a few m/s with a width of 2 mm.

4. Results for 3D Simulation of Micro-Jet Excitation by Heat

Source

Another possible mechanism for jet excitation is the pulse-periodic heating due to the

discharge and the resulting pressure pulsations. To test the degree of influence of the thermal

effect of the corona discharge on the jet using pulsed local heating, a case with a frequency of

1 kHz was selected. Volumetric heat release was activated in the area marked in red in Fig. 1.

The periods of the presence and absence of heating alternated with a duty cycle of 50% (0.5 ms

of heating and 0.5 ms of no heating). During the heating periods, the released power was 20 mW,

while the maximum temperature rose to 320 degrees Celsius, which approximately corresponds

to the average gas temperature in the corona discharge area. The pressure in the area near

the pulsed heating site experienced jumps of up to 0.5 Pa at the moments of switching the

heating on and off, but at other times the pressure changed insignificantly. Time dependencies

of temperature and pressure in the area of discharge are presented in Fig. 8.

Figure 8. Time dependencies of temperature and pressure caused by pulse-periodic heat

source operation at frequency 1000 Hz

The temperature distribution in the jet under the influence of pulse-periodic heating is

shown in Fig. 9 on a logarithmic scale and in the form of contours against the background of

the distribution of the passive scalar of the jet. Judging by the bends of the heated gas region,

oscillations are observed in the jet, but their amplitude is insufficient to make the jet diverge

(at least in the simulated section).

Figure 10 allows us to compare the pressure distribution in the jet in the cases of the action

of a periodic volumetric force (a) and a periodic heat source (b). The pressure differences excited

by local heating are an order of magnitude smaller than the pressure differences arising under

the action of an external force.
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(a) log scale heatmap

(b) lines on the background of jet passive scalar

Figure 9. Distributions of temperature in case of pulsed heating

(a) volumetric force

(b) heat source

Figure 10. Pressure distribution in cases of jet excitation by volumetric force and heat source

The velocity distributions in the jet for the two indicated mechanisms of jet excitation are

shown in Fig. 11. For the case of periodic volumetric force, the gas velocity drops rapidly: at

a distance of about three jet diameters from the point of action, it no longer exceeds half the

initial value. And in the case of periodic heat action, the jet retains its velocity longer, and the

heat source introduces only a barely noticeable distortion into the velocity distribution.
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(a) volumetric force (b) heat source

Figure 11. Velocity distribution in cases of jet excitation by volumetric force and heat source

Conclusion

The volumetric force and pulse-periodic heat source excitation of a round laminar air micro-

jet at normal conditions were simulated using the FlowVision software package. The jet diameter

was 1 mm, velocity had Poiseuille profile with the maximum of about 5 m/s. For this case, the

effect of two mechanisms that could be responsible for the excitation of the jet affected by

corona discharge was considered: a volumetric oscillating force with an amplitude of 5 µN and

a pulse-periodic heat release with a power of 20 mW.

The numerical modeling shows that the volumetric force (ion wind) is the main mechanism

responsible for the excitation of jet oscillations under the influence of a corona discharge. Another

supposed mechanism of the discharge action – volumetric heat release – turned out to play no

significant role in the effect on the jet.

For several values of the discharge voltage in the experiment from the article [18], the

amplitude of the external sinusoidal force was selected, which in computer modeling leads to

effects similar to those observed in the experiment when a corona discharge affects a laminar

jet. The dependence of the jet shape on the frequency of the external force was investigated. It

is shown that, depending on the frequency of the force, the following can occur in the jet:

• perturbations that do not significantly affect the shape of the jet, and partial mutual

penetration of the outer layers of the jet and the adjacent layers of the surrounding air

(2500 Hz, 2000 Hz) can occur;

• the jet may bifurcate, i.e., split into two streams (1500 Hz, 1000 Hz);

• the jet may break up into separate fragments (500 Hz).

The structure of the jet in case of bifurcation was considered in detail, the structure of the

jet streams during bifurcation was described, the main mixing mechanisms and the place of their

dominance were indicated. The obtained results of modeling when simulating a discharge using

a volumetric force are in satisfactory agreement with the experimental results.
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This paper presents the results of numerical simulations of the growth of small amplitude

localized disturbances in the boundary layer on a flat plate and on a plate with rectangular

longitudinal slots at Mach number 2. The simulations were performed with the FlowVision software

under flow conditions corresponding to those in the T-325 wind tunnel of the Khristianovich

Institute of Theoretical and Applied Mechanics SB RAS. Cases with slots no deeper than the

boundary layer thickness were considered. The localized disturbances in the boundary layer were

generated by a time-pulsed, spatially localized heat supply from the plate surface. For a smooth

plate, the growth of the disturbances was compared with the results of the linear stability theory.

Data agreement was achieved for the grid resolution used. For the cases of the smooth surface

and the plate with longitudinal slots, the evolution of disturbances in the boundary layer was

analyzed in physical and wave space. In case of the smooth plate, the disturbance introduced into

the boundary layer increases monotonically downstream. However, in the presence of longitudinal

slots, the growth of the disturbance growth is different and depends on the depth of the slots. It

has been shown that longitudinal slots can affect the stability of the supersonic boundary layer.

A frequency-wavenumber analysis of the disturbance evolution revealed that longitudinal slots

shift the range of the most unstable waves towards a region of higher frequencies compared to the

smooth plate. This effect becomes more pronounced with increasing depth of the slots.

Keywords: numerical simulation, localized disturbances, supersonic boundary layer,laminar-

turbulent transition control, surface microrelief, rectangular slots.

Introduction

The laminar-turbulent transition of high-speed boundary layers leads to a significant increase

in viscous friction and heat fluxes, which can lead to serious limitations in the performance of

thermal protection systems for high-speed vehicles. At low levels of disturbance, turbulence in

the flow is caused by the occurrence and growth of various unstable waves in the boundary layer.

These waves interact with each other and can cause the flow to become turbulent [2, 8].

One possible method for controlling the boundary layer laminar-turbulent transition is

through the microprofiling of the surface of a streamlined model (porous coatings, slots, grooves,

etc). The advantage of microprofiling is the minimal effect on the main flow, while it is possible

to influence the stability of the boundary layer. This approach is successfully applied at low

subsonic flow velocities to control the laminar-turbulent transition [3, 6, 7, 13, 14].

At high flow velocities, this approach is also used to control the flow in boundary layers.

Recently, special attention has been paid to using spatially periodic slots on the surface of

streamlined bodies to control the position of the laminar-turbulent transition. This method has

proven effective in stabilizing disturbances of the second (acoustic) mode of instability. A review

of these studies can be found in [11].

In [5], the influence of small grooves on the surface on the laminar-turbulent transition of

a supersonic boundary layer of a swept wing was studied using numerical simulation and linear

stability theory. In these studies, the grooves on the surface were located parallel to the leading
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edge of the wing. It was shown that such a modification of the surface affects the growth of

cross-flow instability modes typical for three-dimensional boundary layers.

At low supersonic flow velocities in two-dimensional boundary layers, the main role in

laminar-turbulent transition is played by the growth of the first mode of disturbances (Tollmien–

Schlichting waves). The paper [18] considers the possibility of controlling the stability of a su-

personic boundary layer on a flat plate using indentations on the surface located across the

incident flow. Both calculations using linear stability theory and numerical simulation use only

two-dimensional equations. While calculations using linear theory succeeded in stabilizing dis-

turbances of the first modes, more accurate calculations with Navier–Stokes equations (taking

into account recirculation flow inside slots and alternating expansion/compression waves induced

at groove edges, which were ignored in calculations with linear theory) failed to stabilize the

first mode. It should be noted that only transverse slots were considered in the work (with an

orientation angle of 90 relative to the incident flow), while different orientations of the slots are

of interest.

In experiments in the low-noise wind tunnel T-325 at ITAM SB RAS, described in [11], a

stabilization of the development of disturbances in the boundary layer of a plate with longitu-

dinal grooves (slots) at Mach number M = 2 was discovered. In the experiments, the effect of

longitudinal slots periodically arranged in the direction transverse to the flow was considered.

In this case, the depth of the slots was comparable to the thickness of the boundary layer, and

the period in the transverse direction was 5–8 times smaller than the characteristic wavelength

of the most unstable disturbances. It was found that in the presence of depressions, the natural

disturbances of the boundary layer grow significantly slower than in case of a smooth plate.

A well-developed method for studying the evolution of disturbances in the boundary layer is

needed to study in detail the influence of longitudinal slots on the laminar-turbulent transition

in supersonic boundary layers. Most information about the stability of the boundary layer can

be obtained by analyzing the development of disturbances with a wide range of frequencies

and wavenumber spectra. In this context, the development of a controlled wave packet has

been considered, which has been widely used in the study of laminar-turbulent transitions at

supersonic speeds through both numerical simulations [4, 10, 12, 15] and experiments [9, 16, 17].

This paper presents the formulation and results of numerical modeling of the evolution

of spatially and temporally localized small amplitude disturbances in the boundary layer of a

smooth plate and a plate with longitudinal rectangular slots at Mach number M = 2. The

first part of the paper describes the formulation of the problem. The second part verifies the

results of the non-stationary perturbation evolution for the smooth plate – comparisons of the

computational results with those obtained using linear stability theory are given. The third part

presents numerical results. The spatio-temporal structure and integral characteristics of the

disturbance growth are analyzed and a frequency-wavenumber analysis is performed. Finally,

the main conclusions of this work are presented.

1. Simulation Set-Up

The calculations are similar to the experiments [11] carried out in the low-noise supersonic

wind tunnel T-325 of the ITAM SB RAS: Mach number M = 2, unit Reynolds number of the

flow Re1 = U∞/ν∞ = 6 · 106 m−1. The flow is described within the framework of a continuum

model for a compressible, viscous, and heat-conducting gas (air). Calculations were carried

out in a three-dimensional formulation using the FlowVision software package. The numerical
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implementation in this study utilizes the FlowVision’s second-order accurate reconstruction

method for convective fluxes at cell interfaces, based on a monotonic upwind scheme. Temporal

integration employs an explicit scheme for convective-diffusive terms, while the pressure Poisson

equation is solved implicitly [1].

Figure 1 schematically shows the calculations set-up. The length of the computational do-

main along the flow direction (x-axis) is 130 mm, the width along the z-axis is 20.4 mm. The

lower boundary of the computational domain corresponds to the plate with the slots. From

the leading edge, which corresponds to the input boundary of the computational domain, to

x = 53 mm (Rex = Re1 · x = 318000) there is a flat section of the plate. Downstream there

are slots that are aligned along the incident flow and arranged periodically in the transverse

direction across the entire width of the computational domain. The width of the slots is 0.6 mm,

and the period of their arrangement along z is 1.2 mm. Three cases are studied in this paper: a

smooth plate, a plate with slots of h = 0.18 and 0.5 mm depth (Reh = Re1 ·h = 1080 and 3000).

The depth of the slots is comparable to the thickness of the boundary layer. When constructing

the computational domain, it was taken into account that the compression wave from the leading

edge and the rarefaction waves from the slots fall on the output boundaries of the computational

domain and are not reflected into the boundary layer. Figure 1 shows the pressure distribution

in the xy-plane.

Figure 1. Computational domain

The problem was solved in a symmetric formulation relative to the xy-plane at z = 0. When

analyzing the results, the numerical data were supplemented by mirroring along z relative to

z = 0.

The following parameters of the incoming flow were defined at the input boundaries of the

computational domain: Velocity along x 501 m/s, flow temperature 156 K, pressure 5590 Pa.

These flow parameters correspond to the Mach number M = 2 and the unit Reynolds number

Re1 = 6 · 106 m−1. The following conditions were set at the output boundaries: Temperature

gradient zero, for the velocities and pressure at the boundary, values equal to the value at the

center of the boundary cell are specified. This boundary condition is known as the supersonic

outlet and is built into FlowVision. The symmetry condition was set on the side boundaries (in

the yz-plane). The no-slip boundary condition and the zero heat flux condition were set on the

slotted plate. To introduce controlled disturbances in the boundary layer, a source region was
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selected on the smooth section of the plate; the disturbances were generated by a non-zero heat

flux in the source region for a limited time.

The structure of the computational grid on which the main studies were carried out is shown

in Fig. 2. The grid was refined along y in the plate region in order to achieve a high resolution

of the flow in the boundary layer. In the boundary layer region, the cell size was 0.01 mm, and

there were at least 60 cells per boundary layer thickness in the region of the main flow analysis.

Along the flow, the main grid step was 0.5 mm. Preliminary calculations showed that it was

additionally necessary to refine the grid along the x-coordinate in the region of the start of the

slots. Along the z-coordinate, the cell size was set to 0.05 mm, so that there were 24 cells per slot

period. It should be noted that for the conditions of modeling in the boundary layer on a smooth

plate according to linear stability theory, the wavelength of the most unstable disturbances is

6–12 mm. Studies on the convergence of the steady-state solution on the grid showed that the

grid used gives an accurate mean flow. Ultimately, the number of cells was about 20 million and

varied depending on the depth of the slots.

Figure 2. Computational grid

The calculation was carried out in two stages: at the first stage the steady flow was calcu-

lated, at the second stage the non-stationary calculation with the introduction of disturbances

into the boundary layer. Artificial disturbances were generated into the boundary layer by chang-

ing the boundary conditions in a localized area on the plate surface (source in Fig. 1). On the

plate surface, the condition for the heat flux qw was defined at time zero for time ts in the source

region:

qw(x, z, t) = q0 · sin (π
t

ts
) · cos3 (

π

2
· x− xs

rs
) · cos3 (

π

2
· z − zs

rs
), (1)

where xs = 30 mm (Rexs
= 180000) and zs = 0 are the coordinates of the center of the source,

rs = 2 mm is the size of the source, ts = 25 µs is the duration of the impact in the boundary layer,

q0 = 5000 W/m2 is the amplitude. This condition was set in the region (xs ± rs, zs ± rs) for the

time ts. After the time ts, the condition for the heat flux zero was restored. The location of the

source and the operating time were chosen so that they could be implemented in the experiment.

The amplitude of the impact was chosen so that the evolution of the excited disturbances in the

boundary layer in the investigation area was linear, but the amplitude of the disturbances was

clearly above the level of the numerical pulsations.
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During the calculations, the instantaneous flow parameters in the zy-sections were recorded

with a step in the longitudinal direction of 5 mm in the range x = 40–120 mm (Rex = 240000–

720000). The recording was done every 500 ns, and the total time of “flight” of the disturbance

from the source did not exceed 500 µs.

The calculations were carried out using the FlowVision software package on the ITAM SB

RAS (“Mechanics” Shared-Use Centre) cluster. Two computing nodes were used. Each node was

equipped with two 64-core AMD EPYC 7763 processors and 512 GB RAM. The computation

of the second stage (non-stationary problem) for each case took approximately one week.

In order to analyze the development of local disturbances by sources, pulsations of the

longitudinal component of the mass flow are considered, which are normalized to the value in

the oncoming flow:

m′(x, y, z, t) =
(ρU(x, y, z, t)− ρU(x, y, z, 0))

ρU∞
· 100%, (2)

where ρU∞ is the mass flow in the oncoming flow.

In order to determine the influence of slots on the growth of a localized disturbance in the

boundary layer in physical space, the evolution of the dispersion of mass flow pulsations was

calculated using the data obtained, calculated in the yz planes and normalized to the value in

the initial section (x0 = 40 mm):

Sm(x) =

√√√√
∑
y,z,tm

′(x, y, z, t)2
∑
y,z,tm

′(x0, y, z, t)2
. (3)

The article deals with the downstream development of small amplitude disturbances at

Reynolds numbers corresponding to the early stage of the laminar-turbulent transition. The

early stages of the transition are described by linear stability theory. Therefore, the use of

the wave approach in the data analysis is necessary to determine the influence of slots on the

stability of the boundary layer. To determine the frequency-wavenumber characteristics of the

disturbance evolution, the Fourier transform was carried out in time and space:

mfβ =

√
2

T · Z0

∑

z,t

m′(z, t) · exp(i2πft− iβz)∆t∆z, (4)

their T = 500 µs, Z0 = 1 mm are normalization coefficients.

The amplitudes and phases were determined for waves with different frequencies and

wavenumbers. The amplitude was defined as the modulus of the Fourier transform and the

phase as an argument. To determine the dispersion relation, the longitudinal wavenumber αr

was also estimated:

Afβ = |mfβ |, φ = arg(mfβ), αr =
dφ

dx
. (5)

2. Verification of Calculations

The numerical simulation of disturbance evolution in the boundary layer requires a careful

approach. The studies performed with different computational settings have shown that both

the computational grid and the time step can have a significant impact on the growth of the

disturbances. Moreover, for a correct modeling of the perturbation evolution in the early stage
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of the transition, it is necessary that the amplitude of the introduced perturbations is small and

their evolution is consistent with the linear stability theory.

In this work, the disturbance growth is compared with the results of the linear stability

theory in order to verify and optimize the calculation method. For a laminar two-dimensional

supersonic Blasius boundary layer, the calculations of the disturbance growth are performed

within the framework of linear stability theory (LST). From the numerical simulation data for

the case of the smooth plate, the disturbance amplitudes are determined for different values

of the longitudinal coordinate. Waves with a wavenumber corresponding to the most growing

waves are considered. Figure 3 shows the results for the frequencies f = 10, 16 and 22 kHz

and the wavenumber of β = 0.75 rad/mm. The calculations were carried out with different grid

resolutions, whereby the grid structure remained approximately the same (Fig. 2).

(a) 10 kHz (b) 16 kHz

(c) 22 kHz

Figure 3. Comparison of the results of the numerical simulation of disturbance growth

with the results of linear stability theory

Comparison of the numerical simulation results with the linear stability theory shows that

the grid resolution plays a significant role, especially for high-frequency disturbances. The ob-

served discrepancy in disturbance growth rates at high frequencies for coarse grids results from

an insufficient number of cells per wavelength. The selected time step of 20 ns gives a reliable

result, and its reduction does not change the result. For a flat plate, numerical simulation in

the above-described formulation gives a result close to the calculations according to the linear

theory. This indicates the correctness of the problem statement and the reliability of the results.
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3. Influence of Longitudinal Slots on the Development

of Disturbances in the Boundary Layer

Figure 4 illustrates the features of the mean flow in the boundary layer over a plate with

longitudinal slots. Figures 4a and 4b display streamlines in the xy-plane of the slot near its

initiation point for slot depths of h = 0.18 and 0.5 mm, respectively. The color of the lines cor-

responds to the flow Mach number. Figure 4c presents the streamwise velocity field, normalized

by the freestream velocity, in the yz-plane at x = 80 mm for the case of slots depth h = 0.5 mm.

(a) Streamlines in the slot. h = 0.18 mm (b) Streamlines in the slot. h = 0.5 mm

(c) Normalized streamwise velocity field.

x = 80 mm, h = 0.5 mm

Figure 4. Mean flow in the boundary layer over a plate with longitudinal slots

Near the leading edge of the slots, within the recesses, a local flow separation is observed.

The streamwise extent of this separation grows with increasing slot depth but does not exceed

15 · h. Further downstream, the flow inside the slots remains attached. The flow velocity within

the slots is subsonic. Transverse modulation of the boundary layer flow is evident, while the

outer flow remains uniform. It can also be seen that the slot depth and width are comparable

to the boundary layer thickness at this location.

Figure 5 shows the isolines of the mass flow pulsations in the zt-plane at x = 80 mm for the

cases of a smooth plate and a plate with slots of depth 0.18 and 0.5 mm. The data are shown

for the values of the y-coordinate at which the pulsation amplitude is maximum. Note that in

the boundary layer above the slots, the position of the maximum disturbance level shifts closer

to the plate compared to the case of the smooth surface.

In the region under consideration, the disturbance from the source has an amplitude of

about 0.1%. In the presence of slots on the plate surface, the disturbance is modulated in the

transverse direction. The spatial extent and structure of the disturbances generally do not change
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(a) Smooth plate (b) h = 0.18 mm (c) h = 0.5 mm

Figure 5. Isolines of mass flow pulsations in the zt-plane in the boundary layer region

with maximum disturbance amplitude at x = 80 mm

significantly. The propagation speed of the disturbances is the same in case of the smooth surface

and slots.

Figure 6 shows the growth of the disturbances downstream. The dependencies of the value

of Sm calculated with formula (3) are shown for the cases of the smooth surface and the plate

with slots of different depths. In Fig. 6, the coordinate of the slot beginnings on the plate is

marked by a vertical black dashed line.

Figure 6. Growing disturbance downstream

On the smooth plate, the disturbance level increases monotonically downstream. Slots lead

to a stabilization of disturbance growth, especially in the area of the start of the slot. In case

of 0.18 mm deep slots in the far zone (x > 90 mm), the disturbance growth is similar to that of

the smooth plate. With increasing slot depth, the disturbance growth increases significantly in

the far zone from the start of the slot.

More detailed information on the influence of longitudinal slots on the plate on the develop-

ment of disturbances at the boundary is provided by frequency-wavenumber analysis. Figure 7a
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(a) Wave spectra for f = 18 kHz (b) Dispersion relation

Figure 7. Amplitude-wave properties of the disturbance evolution

(a) x = 40–80 mm (b) x = 60–110 mm

Figure 8. Wave growth with β = 0.75 rad/mm in the region of the beginning of the slots

and in the flow above the slots

shows the wave spectra of a localized disturbance for the frequency f = 18 kHz for the case of a

flow over slots with a depth of 0.18 mm at different values of the coordinate x. Figure 7b shows

the dispersion relation for the same frequency obtained for the cases of the smooth surface and

the plate with slots.

The wave spectra obtained have a shape typical of a linear wave packet. The fastest growing

waves have wavenumbers in the range of 0.6–1.2 rad/mm. This corresponds to wavelengths of

5–11 mm, which is a multiple of the slot period in the configurations considered. Similar spectra

were obtained for deeper slots and for the case of a smooth surface. Figure 7b shows that the

slots on the surface have only a minor influence on the dispersion relation. This result can be

used in calculations according to the linear stability theory for cases of a plate with slots on the

surface.

Figure 8 shows the effects of slots on the stability of the boundary layer. Distributions of

wave growth with a wavenumber of β = 0.75 rad/mm are shown for different frequencies. The

relative growth of the disturbances is analyzed in two areas: in the area of the beginning of the

slots x = 40–80 mm, in the boundary layer above the slots x = 60–110 mm.
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For both the smooth plate and the slotted plate, the value of the dimensional frequency of

the most unstable boundary layer waves decreases downstream. This agrees with the results of

the linear theory. From the numerical simulation data, the presence of slots on the plate surface

leads to a change in the stability properties of the boundary layer. Initially, a clear shift in the

frequency range of the unstable waves is observed. With the increasing slot depth, the frequency

of the most strongly growing disturbances increases. For the slot configurations considered, the

frequency of the fastest growing waves increases by more than 30% compared to the case of the

smooth plate.

In the area of the beginning of the depressions (Fig. 8a), a lower growth of disturbances

in the boundary layer can be observed on the plate with slots than in the case of the smooth

plate. As the depth of the slots increases, the growth coefficient of the disturbances decreases.

Downstream, in the flow above the slots (Fig. 8b), the difference in the growth of the disturbances

in the boundary layer on the smooth surface and on the plate with slots decreases. However,

there remains a clear shift in the frequency range of the unstable waves.

The data presented in Fig. 8 allow us to formulate the following explanation for the results

on the growth of disturbances in physical space (Fig. 6). In the area of the beginning of the slots

on the model, the growth of the disturbances is significantly lower compared to the case of the

smooth surface (Fig. 8a). Therefore, in Fig. 6, a decrease of the disturbances can be observed

in the range of x = 55–80 mm. Downstream, the growth of disturbances of the boundary layer

on the plate with slots approaches the case of a smooth surface. However, in Fig. 6, for the

case of a slot depth of 0.5 mm, a significant increase in disturbances can be observed compared

to the smooth model. This can be explained by the fact that the slots lead to a shift of the

frequency range of the unstable disturbances into the range of higher frequencies compared to

the case of the smooth plate. A more intense growth of the high frequency disturbances can

lead to a larger integral increase of the disturbances in the physical space. On this basis, it is

possible to draw a conclusion about the influence of the investigated slots on the plate surface

on the laminar-turbulent transition on the plate. A significant delay of the laminar-turbulent

transition is possible if the spectrum of flow disturbances is low-frequency. However, if high-

frequency pulsations predominate in the oncoming flow, early turbulization of the boundary

layer is possible.

Conclusion

The influence of longitudinal rectangular slots on the plate surface on the stability of the

boundary layer at Mach number 2 is investigated by a numerical simulation of the evolution of

small amplitude local disturbances. The calculation formula for the evolution of disturbances

in the boundary layer on a smooth plate is verified. The numerical simulation data on the

growth of instability waves agree with the results obtained by the linear stability theory. It is

shown that the grid resolution in the calculations mainly influences the growth of high-frequency

disturbances.

The analysis of the evolution of a localized disturbance in the boundary layer of the smooth

plate showed a monotonic growth downstream. In the area where the slots begin, the disturbance

growth is lower than on the smooth surface. In the flow above the slots, it was found that the

growth of the disturbance depends on the depth of the slots. At a slot depth of h = 0.18 mm,

the disturbance growth is close to the value of the smooth surface, while it is significantly higher

at h = 0.5 mm.
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A frequency-wavenumber analysis of the disturbance development in the boundary layer of

the smooth plate and the plate with slots is carried out. In the flow above the slots, the wave

spectrum of the disturbances has the character of a linear wave packet. The dispersion relation

is practically the same both for the case of the smooth surface and in the presence of slots on

the plate. It is found that the most unstable waves shift to higher frequencies in the presence of

slots.

The results of the numerical simulation confirm the possibility discovered earlier in exper-

iments [11] of influencing the stability of the supersonic boundary layer of a plate by means of

shallow longitudinal slots.
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The article is devoted to direct numerical modeling of viscous weakly compressible

Kolmogorov-type flows in a square calculation cell. Several different conditions are observed. One

of them is dominated by a large vortex with a well-defined average profile. In another state, strong

chaotic large-scale fluctuations prevail. In the third state, laminar flow is observed. The nature of

the realized state depends on the coefficient of kinematic viscosity of the liquid, the amplitude of

the external pumping force, and the bottom friction coefficient. At constant values of the kinematic

viscosity and the wave vector, a small value of the friction coefficient leads to the appearance of

the first state. As the bottom friction coefficient increases, there is a transition from a flow with

one large vortex to a laminar flow through a series of states with several unstable vortices, which

we call chaotic flow. A rank analysis of the values of vorticity, energy, and pressure, as well as

the frequency of their occurrence, is proposed. It is shown that for chaotic, vortex, laminar and

transitional regimes of fluid motion, the inflection point in the rank frequency distributions of the

above fields is a universal characteristic for classifying various types of flow.

Keywords: turbulence, numerical simulation, Kolmogorov-type flows, rank analysis.

Introduction

Two-dimensional models for describing vortex flows are widely applied in atmospheric,

oceanic, and astrophysical research [19]. The applicability conditions for these models are met

for processes, the horizontal scales of which are much larger than the vertical one, and it can be

assumed that the main flow movement occurs in two horizontal directions. In 1959, A.N. Kol-

mogorov proposed to study the simplest model, which is the two-dimensional motion of a viscous

fluid prompted by the action of a periodic (along one of the coordinates) field of an external force

(pumping) [2]. The first theoretical works [4, 28] devoted to two-dimensional vortex structures

reveal a fundamental difference in their behavior from three-dimensional ones. In the spatial

case, it is known that there is a direct cascade of energy [23], which, due to nonlinear inter-

action, transfers energy from the integral scale, on which energy is pumped, to smaller scales

up to the dissipative one, determined by viscosity, on which kinetic energy is converted into

heat. In the planar case, the situation is the opposite: a reverse energy cascade occurs, in which

energy is transferred from small scales to larger ones. Quantitatively, this is manifested in the

different behavior of the energy spectrum and the influence of internal dynamic characteristics

on it. Thus, in the works [29–32] the formation of sharp vorticity gradients in two-dimensional

hydrodynamic turbulence and their influence on turbulent spectra due to flow anisotropy are

considered. The energy accumulation on the scale of the system size leads to the emergence of

intense large-scale motion, including large vortices [26]. The tendency towards the formation of
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large vortices has been indicated in the research devoted to two-dimensional turbulence, both

experimental [47] and numerical [6, 9, 45, 46]. Large coherent vortices were observed in nu-

merical simulation [10, 11, 42, 50] based on the solution of the two-dimensional Navier–Stokes

equation with no-slip boundary condition. A similar coherent vortex structure was created in

laboratory experiments in a square container [17, 49, 51]. Large vortices were obtained by nu-

merical simulation of static pumping with various types of large-scale dissipation, as reported

in [7, 48]. A whole series of computational works has been devoted to studying the properties of

a coherent vortex [14, 25, 27, 33]. The first attempt to establish the profile of the average veloc-

ity of a coherent vortex was made in [33], where periodic boundary conditions and short-term

time-correlated pumping were introduced. The authors show the appearance of a stable vortex

dipole. In [25, 27], in a similar formulation, the average velocity profile of a coherent vortex was

numerically found, which exhibits isotropy properties at a distance of the order of the vortex

radius. Note that, in addition to Kolmogorov pumping, the presence of bottom friction has a

significant effect on the formation of such flows, which is introduced into the system of equations

under study by adding a term with a coefficient called the bottom friction coefficient [5].

In [14], Kolmogorov-type flow regimes in a square cell that occur at various values of the

friction coefficient are numerically investigated. Three types of flow are most clearly classified:

laminar, chaotic, and vortex flows. Transitional regimes arise between them, which are difficult

to attribute to one type of flow [43], since they change their characteristics over time and are

formed through a sequence of bifurcations during the change from a laminar flow to a chaotic

flow regime, as well as during the transition from a chaotic to a vortex flow. In [13], the conditions

for the existence of a vortex regime were identified and it was shown that it is observed at a

sufficiently small value of the friction coefficient. The remaining flows occur when the coefficient

is increased. However, this coefficient cannot be directly measured during a physical experiment

in which the above flow regimes are observed. The measured characteristic for a two-dimensional

flow during a physical experiment is the velocity field. Therefore, a natural problem arises to

formulate an algorithm for processing the velocity field, which can be used to answer the question

of what state (laminar, chaotic, vortex, or transitional) the hydrodynamic system is in. This

will allow us to determine the value of the friction coefficient corresponding to a numerical

experiment with the same parameters as in a physical experiment. In [21], for the first time,

a method was proposed to classify structure on the analysis of rank distributions [22, 39] for

the vorticity field and the frequency of occurrence of various values of this parameter. In [21],

a differential characteristic of the vorticity distribution was revealed for various flow regimes

of a viscous, slightly compressible fluid that occurs in a square region under the influence of

a constantly acting force. This characteristic is determined by the coordinates of the inflection

point for the rank distribution of the frequency of occurrence of vorticity. At the same time,

numerical modeling has shown that there is no inflection point for the laminar regime; in the

case of chaotic motion, it is formed, and when switching to the vortex flow regime, it shifts to

the region of high ranks. Thus, the appearance of an inflection point can be used to analyze the

types of flows. Since earlier [13, 14] flows were studied at various values of the pumping force and

the bottom friction coefficient and a rank analysis was performed only for the vorticity field [21],

it is necessary to perform a rank analysis of flow regimes for other characteristics of the model:

energy and pressure, as well as to investigate the behavior of the corresponding inflection points

of the rank curves. This paper presents a solution to this problem.
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Let us briefly describe the content of the work. Section 1 presents a system of equations

for the Kolmogorov-type flow and the results of a numerical experiment to identify the types of

flows depending on the bottom friction coefficient. In Section 2, the general idea of construct-

ing rank distributions for analyzing system properties is formulated. Sections 3, 4 and 5 are

devoted to the analysis of the rank distributions of their values and the corresponding occur-

rence rates for vorticity, energy, and pressure. The appearance of an inflection point for the rank

distributions of the frequency of occurrence of the studied characteristics is shown when the

flow regimes change. The article ends with Discussion and Conclusion. For steady-state laminar

flow, Appendix provides the construction of an analytical solution and the corresponding rank

distribution, and a comparison with the results of numerical simulation is performed.

1. Model Relations and Calculation Results

We study the two-dimensional motion of a viscous weakly compressible fluid in a square

cell Ω, satisfying the system of Navier–Stokes equations. The corresponding equations of conti-

nuity (1), momentum variation (2), (3), and weak compressibility (4) are presented below:

∂ρ

∂t
+∇(ρV̄ ) = 0, (1)

∂ρu

∂t
+∇(ρuV̄ ) = −∂p

∂x
+ ρG sin ky + µ∆u− ζu, (2)

∂ρv

∂t
+∇(ρvV̄ ) = −∂p

∂y
− ρG sin kx+ µ∆v − ζv, (3)

dp = c2ρ0
dρ

ρ
. (4)

Here ρ is the density of the liquid (ρ0 = 1000 kg/m3 is the initial density); V̄ = (u, v) is the

velocity vector, the components of which are equal, respectively, to u and v; µ = 0.1 Pa · s is the

dynamic viscosity of the liquid; p is pressure; ζ is the coefficient characterizing the presence of

bottom friction; G = 0.15 m/s2 is the amplitude of the external force; k = 5 m−1 is the spatial

frequency of the external force; c is the speed of the disturbance propagation. The right-hand

sides of equations (2) and (3) contain the terms ρG sin ky and −ρG sin kx, which model the

action of the pumping force. The components −ζu and −ζv characterize the bottom friction

force. For velocity, the no-slip condition is required at the boundary of the calculation cell:

V̄ |∂Ω = 0. The boundary condition for pressure is ∇np|∂Ω = 0, here ∂Ω is the outer boundary

of the computational cell Ω, n̄ is a vector perpendicular to the boundary surface.

The dimensionless parameter characterizing the formed flow regime is the Reynolds number

Re = ρ0VmaxL/µ, here L = 2πm is the size of the computational area, Vmax is the maximum

modulus of the flow velocity. The end time of the calculation was selected after the system

reached a statistical stable state.

The initial conditions are undisturbed pressure and velocity fields: P0 = 105 Pa,

u = v = 0 m/s.

In equation (4) the speed of the disturbance propagation is c = 100 m/s. The choice of such

a speed value allows us to achieve a compromise between the time step and the stability of the

calculations. For the McCormack scheme, the following relationship between the time step, the

space step, and other quantities has been empirically established [1], ensuring the stability of

the scheme:
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∆t ≤ σ∆x(
Vmax +

√
2c
)

(1 + 2/Remin)
, (5)

here σ is the safety factor, ∆x ≈ 1.2 · 10−2 m is the spatial step, Vmax ∼ c/10. Let us consider

the case of a coarse computational grid, as the most favorable in terms of computational time.

For laminar flow Re = 900 and we assume the minimum Remin ∼ 200, and we choose the

coefficient σ equal to 1. Then from formula (5) it follows that ∆t ≤ 8 · 10−5 s. If σ = 0.5, then

∆t ≤ 4 · 10−5 s. For the calculations presented in this paper, a time step of ∆t = 2.5 · 10−5 s was

used.

The numerical solution of the Navier–Stokes equations is based on the artificial compress-

ibility method [1]. In this case, the hyperbolic part of the equations is solved by the explicit

McCormack method [37], whereas the parabolic part is solved by the standard finite difference

method. The McCormack scheme has a second order of accuracy in space and time.

The McCormack scheme is used for the numerical solution of hyperbolic equations, since

it has good dissipative and dispersion properties. In addition, it enables to study the behavior

of quantities with large gradients, including discontinuities. To understand how suitable this

numerical tool is for modeling turbulence, a test was performed, presented in [12, 15]. Overall,

the McCormack scheme showed similar results to those that can be obtained using algorithms

based on the CABARET scheme and the OpenFOAM finite volume method.

The numerical code is parallelized using the OpenMP library, designed for computers with

shared memory. The calculations used the number of cores up to 384.

In [43], three main flow regimes were obtained: laminar, in which the fluid motion pattern

retains its initial shape and does not change over time; chaotic (or turbulent), characterized by

the presence of randomly moving vortices of various sizes and lifetimes; and vortex, in which a

single large coherent vortex appears, it occupies almost the entire computational area and exists

for a long time. In the course of a numerical experiment, the dependence of the flow type on the

value of the bottom friction coefficient α = ζ/ρ0 was analyzed. In order to identify it, numerical

experiments were performed for various values of α and fixed values of G,µ. The dimensions of

the parameters α, G,µ are equal to s−1, m/s2, Pa · s. It should also be emphasized that we did

not set out the task of obtaining results that could be used as the basis for describing physical

experiments on turbulence. Discussions with experimental scientists led us to the conclusion that

at this stage of the numerical experiment it is necessary to develop a mathematical model that

could qualitatively identify new effects of vortex motion. Therefore, the values of the simulation

parameters, in particular, regarding viscosity, were selected based on the principle of “saving”

computing resources. The experiments were carried out in the range for α from 10−4 to 1 and

allowed us to identify the presence of transitional flow regimes occurring between the main

regimes [43].

Figure 1 shows the vorticity fields of the forming flow depending on the value of α, all other

simulation parameters are fixed. The value of the bottom friction coefficient α = 1 corresponds

to the stationary distribution of the velocity field determined by the pumping force. We call this

laminar regime (Fig. 1a). When the coefficient α is in the range from 10−1 to 3 · 10−1, a flow

is formed (Fig. 1b) which is transitional from laminar to chaotic (Fig. 1c). This type of flow

is characterized by the appearance of a system of vortices with positive and negative vorticity

(Fig. 1b). Their position and shape have small deviations from the stationary distribution of the

vorticity field. As the bottom friction coefficient decreases, the amplitude of vortex oscillations

around their stationary position increases, as well as their size and shape change. The criterion
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(a) laminar (α = 1, Re = 900) (b) laminar-turbulent (α = 3 · 10−1, Re = 3 · 103)

(c) turbulent (α = 3 · 10−2, Re = 95 · 103) (d) turbulent-vortex (α = 2 · 10−3, Re = 180 · 103)

(e) vortex (α = 10−4, Re = 250 · 103)

Figure 1. Vorticity fields with fixed parameters G = 0.15, µ = 0.1,
and various α for different types of flow

for the transition to a chaotic regime (Fig. 1c) is the separation of vortices from their initial

location and their chaotic movement around the cell. The chaotic flow in the figure corresponds

to the value of the bottom friction coefficient in the range from α = 10−2 to α = 10−3. A

decrease in the bottom friction coefficient to α = 10−4 leads to the appearance of a vortex

regime (Fig. 1e), which is characterized by the formation of one large structure occupying the

entire computational cell. Also, at the value of α = 2 · 10−3, a regime transitional between the
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chaotic and vortex ones is observed (Fig. 1d), which is characterized by the alternate existence

of a chaotic flow and a coherent vortex.

2. A Method for Analyzing Flows according to Rank

Distributions

As it is known, frequency-rank distributions have been used for a long time in various fields

of human activity in describing quantitative characteristics of observed phenomena. The fact of

their application was discovered in the first half of the twentieth century and is associated with

works that have become classical in the field of demography [3], scientometrics [35], biology [18],

seismology [20], linguistics [52], etc. It should be noted that, for frequency-rank distributions,

foreign researchers [41] use the term “power-law distributions”. In [8], the authors give a large

number of examples from physics, earth sciences, biology, ecology, paleontology, computer and

information sciences, and engineering and social sciences and show that they manifest a power-

law distribution with the corresponding parameters. In the modern Russian literature devoted

to the problem of rank distributions, we point out the paper [44], in which, as applied to ecology,

modern surveys on rank distributions are discussed, and also the paper [36], which contains a

rank analysis of technical systems.

Among the rank distributions, a special place is occupied by distributions described by

the laws of Zipf, Pareto, Lotka, Mandelbrot, and others. Rank distributions involve the rank r

(number) of an object and the frequency E of occurrence of the considered characteristics of

the object: the rank is set and the frequency of occurrence is assigned to it. In particular, if,

for some rather large text, one compiles a list of all words that occur in the text and then

rank these words in decreasing order of the frequency E of their occurrence in the text, then,

according to the Zipf’s law [44], the multiplication of the rank r of a word and the frequency of

occurrence E is constant: rE = const. Modifications of the Zipf’s law were proposed for other

rank distributions; however, there are sufficiently many phenomena for which the description of

their characteristics is inconsistent with the above laws.

This stimulated researchers both to search for dependencies approximating empirical data

more accurately and to formulate general models leading to rank distributions. In linguistics,

when analyzing texts, Mandelbrot’s model representations are known [38], in which he explains

the Zipf’s law using the concept of value of the optimal word code under the assumption that

the text consists of words, separated by spaces, and is generated by some random process. A

comparison of this approach with others is presented in the survey [34]. During the same decade,

A.N. Kolmogorov, one of the founders of the probability theory, outlined in his works a way to

revise the probability theory [24], from the viewpoint of the algorithmic approach. According to

his approach, the notion of randomness was defined by him as the maximally complicated one.

If one explains every random event in a deterministic way, then the algorithm for its occurrence

will be very complex, and the decoding of this algorithm will require a very long code. The more

complex the description of information, the longer is the required decryption algorithm, and

this, according to Kolmogorov, is close to randomness.

A.N. Kolmogorov’s concept obtained a constructive implementation in the works of

V.P. Maslov, which enables us to study the behavior of observable characteristics without di-

viding them into deterministic and random ones. His approach differs essentially from that of

Zipf, as well as from that of all other researchers who have studied this problem. Namely, he

Direct Numerical Simulation and Rank Analysis of Two-Dimensional Kolmogorov-type...

48 Supercomputing Frontiers and Innovations



used another representation in which the number of repeating values of a quantity is regarded

as the observed quantity. Let us explain the general approach of V.P. Maslov [39, 40].

Let there be repeating values among the values xi:

x1 = x2 = . . . = xN1
, xN1+1 = xN1+2 = . . . = xN2

, . . . , xNk−2+1 = xNk−2+2 = . . . = xNk−1

xNk−1+1 = xNk−1+2 = . . . = xNk
,

k∑

i=1

Ni = N,

i.e., the family of numbers N1, N2, . . . , Nk specifies how many times the values xN1
, xN2

, . . . , xNk

are repeated. Let ni, i = 1, . . . , p, denote the number of xi with the same frequency of their

occurrence Ei,

N1 = . . . = Nn1
≡ E1, Nn1+1 = . . . = Nn2

≡ E2, . . . , Nnp−2+1 = . . . = Nnp−1
≡ Ep−1,

Nnp−1+1 = . . . = Nnp
≡ Ep,

and the values Ei are ordered, i.e., 0 ≤ Ei ≤ Ei+1. According to the terminology adopted in

linguistics, the frequencies of occurrence Ei form a dictionary [40], and ni is the number of

words with the same frequency of occurrence. In this consideration, the frequency Ei acts as

an observable value and the number of values ni with this frequency characterizes the number

of realized values Ei. With fairly general assumptions, V.P. Maslov proposed a formula relating

the rank rs of the s-th word to frequency:

rs =

s∑

i=1

1

exp(βEi + σ)− 1
. (6)

Here, the parameters β and σ are given by the normalization conditions (the exact formula-

tion of this assertion in the form of a theorem is given in [39]). Thus, formula (6) implements

an algorithm of deterministic calculation of the cumulative probability. In this consideration,

the frequency Ei acts as a random variable, and the number ni of words with this frequency

characterizes the number of occurrences of this random variable. This distinguishes Maslov’s

consideration from the approach adopted in linguistic statistics. The idea of using a new kine-

matic set of variables in the study of the behavior of the observed characteristics of the system

was earlier constructively implemented in the work of V.A. Fock on the secondary quantization

method [16]. This method was used to construct a wave function when describing a system of

quantum particles. According to Fock’s idea, it is convenient to analyze the equation for this

function not in the configuration space, but in the space of occupation numbers or, in the ter-

minology of quantum mechanics, in the Fock space. In other words, to describe the system, one

should select a set of variables to which Fock has moved using the canonical transformation.

In fact V.P. Maslov proposed a representation in which frequency is considered as an ob-

servable, and the number of values of the initial variable with this frequency characterizes the

number of realized frequency values. With this approach, the Maslov frequency is similar to

the Fock’s canonically conjugate variable (energy), and the number of realized frequency values

corresponds to the number of occupation.

In [21] we constructed an algorithm for classifying Kolmogorov-type flows using the knowl-

edge about their velocity field. The main difficulty in analyzing the characteristics of a chosen

dynamical system was the formation of information that is suitable for creating a corresponding

algorithmization procedure. We used the theoretical concepts of V.P. Maslov that suggest an
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interpretation of the information data as a semiotic system in which the values of the vorticity

of the velocity field are regarded as signs [21]. The rank analysis was performed first for spe-

cific values of vorticity, which enables us to obtain its distribution. Then, the rank curves were

constructed for the frequency of the vorticity recurrence, which correspond to the flow regime

as a whole. To obtain the functional dependence of rank on frequency based on formula (6),

we used the parameterization for the frequency of occurrence proposed by V.P. Maslov. It was

shown that it is possible to identify different fluid motion regimes for Kolmogorov-type flows by

comparing them with the graphs of the rank distributions of the vorticity.

Since it was assumed that, in the process of evolution of the system, some forms of order are

created in it, it follows that, from the point of view of semiotics, the patterns in the distribution

of different signs should occur. Therefore, we will consider the values of energy and pressure as an

additional set of signs for which we construct rank distributions of their values and frequencies

of their occurrence. It is shown that the rank curves of the vorticity, energy, and pressure fields

and their frequencies are divided depending on the type of flow. This behavior can be used

to identify and analyze different flow patterns. When conducting a rank analysis, the curves

obtained make it possible to establish an unambiguous relationship between behavior a graph

of the rank curve and the corresponding type of flow.

The construction of a rank distribution for a parameter X of an arbitrary physical system

can be performed in two ways. The value of X is considered for 100 time steps starting from

700th iteration, which corresponds to reaching a statistical stationary state. For each moment

in time, the value of X is calculated in each cell of the computational domain. After that, the

values of X obtained for all moments in time are combined into one data array. It is sorted in

ascending order of the value of X, and each value is assigned a serial number (rank). The rank

is understood as the ordinal number in the ascending (or descending) sequence of values of X.

When using the second method, we move in the description of the system from the variableX

to the frequency E of occurrence of this variable. The values of E are sorted from lower to higher,

and for the resulting array of values, a distribution is constructed for E depending on the rank r.

The implementation of the first approach does not lead to any difficulties. In the algorithmic

implementation of the second approach, we identify the minimum Xmin and maximum values of

Xmax of the variable X in the computational domain. Setting ∆ = (Xmax −Xmin) /N , where

N is the number of intervals selected a priori (in what follows, N = 100), we subdivide the

segment [Xmin, Xmax] into intervals of length ∆. In this case, the calculated values of Xk fall

within one of these intervals. Calculating the number of values of Xk that fall within one of the

intervals, we obtain the frequency Ek of occurrence of the parameter X. As a result, we have an

array of length N containing the frequency of occurrence Ek. Finally, this array is sorted: the

largest value of the frequency of occurrence Ek is assigned the largest ordinal number (rank)

of r, and the smallest value of Ek is assigned the smallest rank of r. Note that traditionally,

when considering chaotic flows, a single-point probability density function (PDF) is used. PDF

vorticity distributions were constructed for laminar, turbulent, and vortex flow regimes. For the

same regimes, rank dependencies of the vorticity frequency of occurrence were constructed [21].

Both in case of rank analysis and in case of constructing a PDF distribution, the same values

of the vorticity frequency of occurrence are used. The difference between these approaches lies

in different data processing: when performing rank analysis, the frequency of occurrence is

distributed depending on the rank, and in case of PDF analysis, the frequency of occurrence is

distributed depending on the value of vorticity.
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3. Rank Analysis of Vorticity

In accordance with the idea proposed above, we will perform the construction of rank curves

for the vorticity value using the rank analysis methodology described in Section 2. Figure 2a

shows the vorticity distribution for different bottom friction coefficients. Note the characteristic

behavior of the plotted graphs. The curves corresponding to different flow regimes are arranged

in a certain sequence. This is clearly seen in the graph for negative vorticity (Fig. 2a). The

graph corresponding to the laminar regime can be approximated by a linear function, for which

the bottom friction coefficient α is 1. In Appendix, an analytical solution has been built for

this regime. As α decreases to 10−1, the shape of the rank distribution graph changes, and

the curvature of the graph increases in the area of higher ranks. This corresponds to a regime

change from laminar to chaotic. Various forms of turbulent flows are observed in the range of

the bottom friction coefficient from 10−1 to 10−3. When α changes from 10−3 to 10−4, a large

coherent vortex formation regime is realized. Separately, it is worth noting that due to the

averaging of 100 output over time, the total number of ranks with this approach is about 107.

Figure 2b shows the vorticity frequency of occurrence E graphs for various flow regimes. The

laminar and vortex regimes correspond to convex functions with different asymptotic behavior.

Note that the rank distribution graphs for the turbulent regime have a characteristic S-shape.

Analysis of the rank distribution curves for the vorticity frequency of occurrence reveals the

presence of an inflection point on the graph. The red dots in Fig. 2b indicate the inflection

points.
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Figure 2. Rank analysis of vorticity for different type of flows

Thus, considering the entire range of the bottom friction coefficient α, the following proper-

ties of the constructed distributions can be distinguished. First, when the flow regimes change,

the inflection point appears in the graphs of the corresponding rank distributions. Secondly,

for each type of flow, this inflection point has its own rank. The dependence of the inflection

point rank on α on a logarithmic scale is shown in Fig. 2c. The gray triangles in this graph

correspond to the vortex regime, which is characterized by high inflection point ranks and low

values of the bottom friction coefficient (the range of α is from 10−3 to 10−4). For the laminar

regime, the inflection point has small ranks, which correspond to the orange triangles on the

graph (the range of α is from 1 to 10−1). For this regime, an analytical solution is constructed

in Appendix, for which the frequency distributions of vorticity are indicated. Comparison of
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them with numerical results shows a satisfactory correspondence between them. The turbulent

type of flow occurring in the range of α from 10−1 to 10−3 has a wide range of rank values for

the inflection point, ranging from large to small. The dependence of the rank of the inflection

point on the friction coefficient α can be approximated using the relation:

r =
A

1 +B(α/α0)γ
. (7)

Here α0 is the dimensional coefficient equal to 1 s−1; A,B and γ are the fitting parameters

corresponding to the values 95, 78 and 2.1 for this graph.

4. Energy Rank Analysis

Let us consider another parameter of the flow, energy, and perform a rank analysis for

it. Figure 3a shows the energy distribution for different bottom friction coefficients. Note the

characteristic behavior of the plotted graphs. The curves corresponding to different flow regimes

are arranged in a certain sequence. This is clearly seen in Fig. 3a. The graph corresponding

to the laminar regime can be approximated by a linear function, for which the bottom friction

coefficient is α = 1. As α decreases to 10−1, the shape of the rank distribution graph changes,

the curvature of the curve changes in the area of high ranks, and the energy value increases.

This corresponds to a regime change from laminar to chaotic. In the range of changes in the

bottom friction coefficient from 10−1 to 10−3, various forms of turbulent flows and a further

increase in energy in the range of higher grades are observed. When α changes from 10−3 to

10−4, a large coherent vortex regime is realized. The energy reaches its maximum value for

this regime. The localization of the energy on the macroscopic scale of pumping corresponds to

the formation of the Kraichnan reverse energy cascade [28] for this system. It is worth noting

separately that due to averaging over 100 issues over time, the total number of ranks with this

approach is approximately 1.8 · 107. There are more of them than in the vorticity analysis, since

only negative vorticity was used for consideration.

The results of the rank analysis of the energy frequency of occurrence for different flow

regimes are shown in Fig. 3b. The convex functions of the rank distribution with different

asymptotic behaviors correspond to the laminar and vortex regimes. Note that the rank dis-

tribution graphs for the turbulent regime have a characteristic S-shape. Analysis of the rank

distribution curves of the energy frequency of occurrence, as in case of vorticity, reveals the

presence of an inflection point on the graph. The red dots in Fig. 3b indicate the inflection

points. In the region of high ranks, localization of curves corresponding to laminar, chaotic, and

vortex regimes is noticeable. In particular, for laminar regime, the frequency of occurrence of

energy depends almost linearly on the rank and its value does not exceed 0.02. An increase in

the frequency of energy occurrence to 0.09 for the ranks in the range from 80 to 100 corresponds

to the turbulent regime. For the vortex regime, there is a sharp increase in the frequency of

occurrence to 0.14, starting from a rank equal to 95.

Considering the entire range of the bottom friction coefficient α, we can again identify two

characteristic properties of rank distributions. Firstly, when the flow regimes change, an inflec-

tion point appears on the corresponding graphs. Secondly, for each type of flow, the inflection

point has its own rank and its dependence on α is shown in Fig. 3c. For vortex and turbu-

lent regime, the position of the inflection point is localized in the region of high ranks. In the

course of transition from a chaotic regime to a laminar one, corresponding to the range of the
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Figure 3. Rank analysis of energy for different type of flows

bottom friction coefficient from 10−1 to 1, there is a sharp change in the rank of the inflec-

tion point to the minimum values. The graph of the dependence of the inflection point rank

on the bottom friction coefficient can also be approximated by dependence (7) with coefficients

A ∼ 91, B ∼ 200, γ ∼ 4.8.

5. Pressure Rank Analysis

Figure 4a shows the pressure distribution for various coefficients α. Note that the graph in

Fig. 4a has partial symmetry with respect to the horizontal straight line corresponding to the

initial pressure distribution. For the laminar regime, localization of the rank curves relative to

this distribution is observed. The transition to turbulent and vortex regime leads to a change in

density and, as a result, a deviation (negative for small ranks and positive for large ranks) of the

pressure value. The localization of curves corresponding to laminar, chaotic, and vortex regime

is noticeable. The total number of ranks, similar to the previous paragraph, is about 1.8 · 107.

For the laminar regime, localization of the rank curves relative to this is observed. For

laminar regime, its value does not exceed 0.5 percent of the initial distribution. In turbulent

regime, there corresponds an increase in pressure deviations of up to 5 percent. For the vortex

regime, there is a sharp increase in pressure deviations of up to 15 percent. Let us now consider

the results of a rank analysis of the pressure frequency of occurrence for various flow regimes

(Fig. 4b). Convex functions of rank distributions with different asymptotic behavior correspond

to the laminar and vortex regimes. For the turbulent regime, a characteristic S-shaped pattern

is realized for the rank distribution graphs. Analysis of the rank distribution curves for pressure

frequency, as in case of vorticity and energy, reveals the presence of an inflection point on the

graph.

Thus, considering the entire range of changes in the value of the friction coefficient α, we

observe the appearance of an inflection point on the graphs of the corresponding rank distribu-

tions, while for each type of flow the inflection point has its own rank. The red dots in Fig. 4b

indicate the inflection points. The dependence of the inflection point rank on α is shown in

Fig. 4c. For vortex and turbulent regimes, the value of this rank is localized in the region of

its high values. When switching from a chaotic regime to a laminar one, corresponding to the
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range of the bottom friction coefficient from 10−1 to 1, there is a sharp change in the rank of

the inflection point to the minimum values.
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Figure 4. Rank analysis of pressure for different type of flows

The graph of the dependence of the inflection point rank on the bottom friction coefficient

can also be approximated by the dependence (7) with coefficients A ∼ 90, B ∼ 2.6, γ ∼ 1.8.

Discussion

Earlier, the problem of analyzing the rank distributions for vorticity, energy, and pressure

was formulated. The calculation results obtained in this paper demonstrate that the constructed

rank curves for these quantities have similar behavior. It consists in the fact that for laminar

flows, the behavior of the corresponding quantities, depending on the rank, is approximated by

a linear function. When the flow regimes change, the graphs become significantly nonlinear in

the area of high ranks. The analysis of the rank distribution of the frequency of occurrence for

vorticity, energy, and pressure showed that when the flow regime changes, an inflection point

appears for the graphs of all the indicated of the frequency of occurrence. Thus, the appearance

of an inflection point can be used to analyze the types of fluid motion. The dependence of the

inflection point rank on the bottom friction coefficient, which is responsible for changing the flow

regime in the numerical experiment, makes it possible to establish a relationship between the

internal parameter, the bottom friction coefficient and the velocity field observed in the physical

experiment.

Conclusion

The problem of two-dimensional flow of a viscous fluid in a square cell under the influence of

an external force (Kolmogorov-type flow) and the presence of bottom friction is considered. The

analysis of the emerging flow types during the transition from the laminar flow type to the vortex

flow occurs through a series of bifurcations, including the turbulent flow type. The use of rank

distributions in analyzing the obtained flows allows us to look at vortex hydrodynamic processes

from a new perspective and supplement the characteristics of flow regimes with such parameters

as the inflection point of the frequency of vorticity, energy and pressure. This method makes

it possible to determine how the rank curves for vorticity, energy, and pressure fields and their
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frequencies are divided according to the flow type, which can be further used for identifying and

analyzing various flow regimes. When performing a rank analysis, the obtained curves allow us

to establish an unambiguous relationship between the behavior of the graph of the rank curve

and the corresponding type of flow. Thus, the proposed approach makes it possible to classify

flow regimes according to a given velocity field.

In our work, we consider the general idea of rank analysis for a system with a spatiotemporal

internal structure, that is, endowed with some forms of order. It has been shown numerically

that for the Kolmogorov problem, laminar, turbulent, and vortex flow regimes appear for each

fixed value of the driving force, depending on the values of the bottom friction coefficient. In

case of each of the structures, the rank distributions of the observed values were constructed

and a comparison was made to the selected flow regime, which in a sense is characteristic of this

system distribution.

Appendix

The laminar (stationary) solution in the linear approximation satisfies the equations

− ∂p

∂x
+ ρG sin ky + µ∆u− ζu = 0, −∂p

∂y
− ρG sin kx+ µ∆v − ζv = 0. (8)

The vorticity is equal to

ω =
∂v

∂x
− ∂u

∂y
.

Assuming ρ = const, we obtain from (8) the following equation for vorticity:

−µ∆ω + ζω + ρGk[cos kx+ cos ky] = 0.

The solution for ω is given by the formula

ω =
ρGk

ζ + k2µ
[cos kx+ cos ky].

The graph (Fig. 5) shows the frequency distributions of negative vorticity, obtained numer-

ically (blue line) and analytically (red dotted line).
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The present paper covers specific parallel implementation details of the nonlinear harmonics

(NLH) method within an implicit time integration framework. The NLH method plays an impor-

tant role in industrial turbomachinery applications as it accounts for unsteady effects in modelling

of compressors and turbines on a base of low-cost stationary approaches: the flow is modelled using

the Reynolds-Averaged Navier–Stokes approach, the mixing plane method is used for the rotor-

stator interface, and only one periodic sector of a blade passage per row is considered. The main

focus is on the adaptation of the linear solver used in the Newtonian process of the implicit scheme.

The goal of this work is to significantly reduce memory consumption and improve performance.

This goal is achieved by using a specialized block sparse matrix storage format, adapted linear

solver preconditioners with approximate inverse diagonal blocks, and a combination of single- and

double-precision real number formats.

Keywords: turbomachinery, rotor-stator interaction, non-linear harmonics method, unstruc-

tured mesh, parallel CFD, supercomputer.

Introduction

The nonlinear harmonics (NLH) method, first proposed in [1] and later applied to realistic

turbomachines [2, 3], accounts for unsteady effects in simulations of compressors and turbines

using low-cost stationary approaches. The flow is modeled on a base of the Reynolds-Averaged

Navier–Stokes (RANS) approach. Only one periodic sector of blade passage per row is considered,

which is crucial due to the typically large number of blades in each row, from tens to hundreds.

In particular, the NLH is incorporated [4, 5] into the commercial solver Cadence Fidelity Fine

Turbo, well known as one of the most efficient simulation tools for turbomachinery.

Figure 1. Angular periodicity

The mixing plane (MP) method [6, 7] is used for rotor-stator interfaces, which assumes

uniformity of the flow in the circumferential direction at the interface. The NLH method allows

capturing the unsteady interaction between adjacent rows by transmitting the perturbations

related to the blade passing frequency through the mixing-plane interface.
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Figure 2. MP rotor-stator interfaces

The NLH technology was successfully implemented [8, 9] within a higher-accuracy numer-

ical algorithm for unstructured meshes in the NOISEtte [10] code. The code has multilevel

heterogeneous parallelization [11] by means of MPI, OpenMP and OpenCL parallel standards.

The NLH method needs to solve for each harmonic a supplementary system of transport

equations for complex harmonic amplitudes. Thus, each harmonic adds twice as many variables

per cell (real and imaginary parts) as in the baseline stationary RANS simulation. What is

worse, since the time integration is implicit, the block size of the Jacobian matrix increases from

5 to 10, which increases the storage size and computation cost of the solution by about 4 times.

Therefore, the present study is focused on reduction of this undesirable memory consumption.

The rest of the paper is organized as follows. Section 1 briefly describes the NLH technology.

Section 2 is devoted to the adaptation of the linear solver by means of a customized sparse block

matrix format. The results of memory consumption reduction and performance improvement

are presented in Section 3. Finally, the conclusions are summarized.

1. Non-Linear Harmonics Method

1.1. Mathematical Model

The NLH is based on solving the Reynolds-Averaged Navier–Stokes (RANS) equations for

simulating a turbulent compressible viscous flow:

∂Q

∂t
+∇ · FC(Q)−∇ · FD(Q) = 0, (1)

where Q = (ρ, m, E)ᵀ is the vector of averaged conservative variables, ρ is the density, m = ρu,

where u = {u, v, w} is the velocity vector, E = ρ(e+ u2/2) is the total energy, e is the specific

internal energy. The convective and diffusive fluxes read:

FC(Q) =




m

u⊗m + pI

(E + p)u


, FD(Q) =




0

σ

σ · u− q


, (2)

where I is the unit tensor, σ(u) = {σjk}(u) = µeff(∇juk +∇kuj − δjkdivu) is the stress tensor,

δjk is the Kronecker symbol, q = −γµ
Pr∇e is the heat flux vector. γ = cP /cV is the specific

heat ratio, cP and cV are the specific heat capacities at constant pressure and constant volume,

respectively. Pr = cPµ/κ is the Prandtl number, κ is the thermal conductivity coefficient. The
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perfect gas equation of state is assumed: p = (γ−1)ρe. µeff = µ+µt, µ is the dynamic viscosity,

µt = ρνt, νt is the turbulent viscosity defined by a particular turbulence model.

The conservative variables Q within the NLH method are split into the time-averaged part

Q(x) and periodic pulsations Q′(t, x):

Q(t, x) = Q(x) + Q′(t, x). (3)

The pulsation part Q′(t, x) is represented as a sum of complex harmonic components:

Q′(t, x) =
1

2

∞∑

k=1

[
Q̃ke

ikω0t + Q̃−ke
−ikω0t

]
, (4)

where i is the imaginary unit, Q̃k = Q̃a,k+iQ̃b,k, Q̃a,k = <
(
Q̃k

)
and Q̃b,k = =

(
Q̃k

)
are the real

and imaginary parts of the amplitude for k-th harmonic, respectively, Q̃−k = Q̃a,k− iQ̃b,k is the

complex-conjugate for Q̃k. The number of harmonics Nh defines how accurate the approximation

of Q′(t, x) in (4) is, the more harmonics, the more accurate it is, but at a higher computational

cost. The harmonic indices k are defined by the blade passing frequencies (BPF) ΩBPF of adjacent

rows: k = n · kBPF, n = 1, 2, ..., Nh. kBPF, in turn, is defined as kBPF = ΩBPF/Ωrot, where Ωrot

is the rotation frequency (kBPF ∈ N by definition). Thus, every domain (either rotor or stator)

has two sets of harmonic indices k, which are proportional to kBPF from adjacent domains.

According to (3), the RANS system (1) is decomposed into the system for averaged variables

and the set of systems for amplitudes of each harmonic. The system for averaged variables Q

reads:

∂Q

∂t
+∇ · FC

(
Q,Q′

)
−∇ · FD

(Q,Q′) = 0, (5)

FC
(
Q,Q′

)
= FC(Q) + FC

NLH(Q′), FD
(Q,Q′) = FD(Q) + FD

NLH(Q′). Nonlinear deterministic

stress contributions of harmonic amplitudes are of the form FC
NLH(Q′) = (0,m′ ⊗ u′, (E + p)′u′)ᵀ

and FD
NLH(Q′) = (0, 0, 0, 0,σ′ · u′)ᵀ, where σ′ = σ(u′). The system (5) is distinguished from the

system (1) by the presence of the nonlinear terms FC
NLH and FD

NLH, which are defined by Q′.
For brevity, the index k of harmonic amplitude for ωk frequency will be omitted from now on

when referring to harmonic amplitude vectors Q̃k. Thus, the system for a harmonic amplitude

vector Q̃ is

∂Q̃

∂t
+∇ · F̃C

(
Q̃,Q

)
+ iωQ̃−∇ · F̃D(Q̃,Q) = 0, (6)

F̃C =




m̃

ũ⊗m + u⊗ m̃ + p̃I(
Ẽ + p̃

)
u + (E + p)ũ


 , F̃D =




0

σ̃

σ̃ · u + σ · ũ− q̃


 , (7)

where σ̃ = σ(ũ), q̃ = −γµ
Pr∇ẽ. µeff = µ + µt, µt is defined by a turbulence model closing the

equations for averaged variables.

Linear systems of equations for harmonic amplitudes (6)–(7) are independent of each other

due to orthogonality of harmonics. The equations for averaged variables and harmonic ampli-

tudes are closed by several relations (see [8] for more details), including the following ones:

f g = f g + f ′g′; (fg)′ = f ′ g + f g′; f ′g′ = 0.5
∑Nh

k=1

[
<(f̃k)<(g̃k) + =(f̃k)=(g̃k)

]
.
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1.2. Discretization

The convective terms for harmonic amplitudes ∇ · F̃C in (6) are discretized in space on

an unstructured mesh using the edge-based reconstruction (EBR) [12] (for smooth solutions)

and shock-capturing EBR-TVD or EBR-WENO [13] schemes with the scheme [8] based on the

Roe [14] scheme for solving the Riemann problem. According to it, the numerical flux Fij at the

surface associated with the edge ij, which connects nodes i and j, is defined as

Fij =
1

2

[
F(Q̃ij ,Qi) + F(Q̃ji,Qj)

]
· nij −

1

2
Sij |Λij |S−1

ij

[
Q̃ji − Q̃ij

]
, (8)

where Q̃ij and Q̃ji are the pre-decay values of conservative harmonic amplitudes, calculated

using a EBR-based scheme, at the nodes i and j, respectively. nij = sij/|sij | is the unit vector

aligned with sij = −sji – the surface associated with edge ij. Considering moving of the control

volume with the speed V = Ωrot×r (Ωrot is the rotation vector, r = (x, y, z) is the radius vector

of the node), the flux function F(Q̃ij ,Qi) at the node i can be written as

F(Q̃ij ,Qi) =




m̃ij

ũij ⊗mi + ui ⊗ m̃ij + p̃ijI(
Ẽij + p̃ij

)
ui + (Ei + pi)ũij


− Q̃ij ·V. (9)

The F(Q̃ji,Qj) has the form similar to (9). Λij is the diagonal matrix of the eigenvalues of

Aij = d(F · nij)/dQ̃ [14]. Sij is the matrix of the corresponding eigenvectors. We should empha-

size that both Λij and Sij depend only on the averaged variables Qi and Qj . For the viscous

terms ∇ · F̃D in (6), the method of averaged element splitting (AES) [15] is used.

Since averaged variables and harmonic amplitudes do not depend on time, a pseudo-time

iterative process is used to obtain a stationary solution. To do so, the implicit time integration

backward differentiation formula (BDF) with a quasi-Newton linearization is used. As already

mentioned above, the system (6) differs from (1) by the presence of FC
NLH and FD

NLH terms. We

consider them as source terms independent of Q, so (6) is solved using the same numerical scheme

as for usual RANS without considering nonstationary perturbations. Also, it enables to perform

pseudo-time advancing for the system of averaged variables (5) and harmonic amplitudes (6)

separately. At each time step, first a sub-step for averaged variables is computed with harmonic

amplitudes frozen, then a sub-step for harmonic amplitudes is carried out with updated averaged

variables.

A semidiscrete approximation of (6) for a harmonic amplitude can be formulated as

dQ̃

dt
− Φ̃(Q̃,Q, ω) = 0,

where Φ̃ = −∇ · F̃C
(
Q̃,Q

)
− iωQ̃ +∇ · F̃D(Q̃,Q). The implicit scheme reads

(
I

τn
+ J̃

)
(Q̃n+1 − Q̃n) = Φ̃

(
Q̃n,Q

n
, ω
)
, (10)

where τn is the timestep at the n-th pseudo-time step, J̃ ≈ dΦ̃/dQ̃ – an approximated flux

Jacobian. We should emphasize that the Jacobian matrix J̃ for both convective F̃C and diffusive

F̃D fluxes depends only on averaged variables Q, while a contribution from the source term iωQ̃

depends on ω only.
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The parallel preconditioned BiCGStab solver [16] is applied for the Jacobi linear system.

Gauss–Seidel method-based parallel preconditioners [17] for block sparse matrices are used.

Each system of equations for harmonic amplitudes includes the coupled between each other

real and imaginary parts. Thus, the blocks of the sparse block matrices for harmonic amplitudes

are 10×10, while the system for averaged variables has blocks 5×5. This means that the NLH

method requires 4 times more memory to store the matrix and 4 times more computational cost

of the sparse matrix-vector product. Fortunately, only one matrix is stored for all the harmonics,

since the harmonics are solved one by one.

The boundary conditions for harmonic amplitudes, inlet, outlet, and solid surfaces, are

implemented in the same way as for the averaged variables.

The mixing plane (MP) method [7] is used for the rotor-stator interface. The boundary

conditions for harmonic amplitudes at the rotor-stator interface are implemented similarly to [2]

basing on the MP functionality. For the sector periodicity on the mixing-plane interface, the

NLH method uses generalized periodic conditions with phase shift for the closure of harmonic

amplitudes with different number of blades in adjacent rows, as in [18]. Further details on the

numerical method can be found in [8].

2. Linear Solver Adaptation

The NOISEtte code has an in-house heterogeneous parallel linear solver that uses the precon-

ditioned BiCGStab [16] iterative method with several preconditioners based on the Gauss–Seidel

method [17]. It supports multilevel MPI+OpenMP+OpenCL parallelization for running on nu-

merous CPUs and GPUs. The solver is a multi-system solver for systems with block sparse

matrices that share the same portrait. The matrices are stored in a block CSR (Compressed

Sparse Row) format, with dense blocks of coefficients placed linearly in memory in a row-by-row

order. Obviously, sharing one portrait across multiple matrices saves memory for storing por-

traits. In addition, the group solution for several systems at once allows to reduce the network

latency overhead in a distributed parallel mode. MPI messages in the common iterative process

are grouped, including halo update operations in sparse matrix-vector products (SpMV) and

reduction exchanges in dot products, which reduces the number of messages by several times.

As soon as the solution of one of the systems satisfies the residual criterion, it is excluded from

the solution process by setting the corresponding convergence flag. Typically, in a basic station-

ary RANS simulation, there is one system with 5×5 blocks for the 5 main variables (density,

3 velocity vector components, pressure) and from 1 to 4 additional systems for the turbulent

model variables (with block sizes 1×1 or 2×2), depending on a particular RANS model.

In the NOISEtte code, a mixed-precision approach is used, in which the Jacobian matrix is

stored in single-precision floating-point format, while the mesh functions and discrete operators

coefficients are represented in double-precision format (see [11] for details). The linear solver thus

operates mainly in single-precision format: vectors and matrices are in single-precision, while

BiCGStab scalar coefficients are in double-precision, as well as some intermediate values, such

as sum accumulators in dot products, etc. For stability reasons, inversion of diagonal blocks can

also be performed in double precision, the result of which is then converted to single precision.

This baseline solver can be directly used for the NLH method as well, but with a matrix block

size of 10×10, which is very wasteful. In order to reduce memory consumption and computational

cost, the solver has been upgraded with a customized matrix storage format and dedicated

matrix-vector product functions. The preconditioner has also been significantly redesigned for
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the new matrix format, including the matrix diagonal blocks inversion function and inverted

diagonal blocks storage.

2.1. Customized Matrix Format for Harmonics Matrices

The matrix portrait corresponds to nodal adjacency via mesh edges. In the matrices for

harmonics, each 10×10 matrix block corresponds to 5 real and 5 imaginary parts of complex

variables in nodes. If the variables in blocks are ordered accordingly, first real parts, then imagi-

nary, then the diagonal and off-diagonal 10×10 blocks have the following structure, respectively:

Aii =

(
Aii −ωυiI
ωυiI Aii

)
, Aij =

(
Aij 0

0 Aij

)
, i 6= j, (11)

where Aii are dense 5×5 blocks, ω is the frequency to which these harmonic amplitudes corre-

spond (ωk, actually), υi is the volume of i-th cell, and I is the 5×5 identity matrix.

This specific matrix structure allows to easily reduce memory consumption for matrix storage

by about 4 times. Instead of 100 values, 26 values are stored: 25 values of the 5×5 block Aii
and one more value ωυi.

Furthermore, the matrices for harmonics depend only on averaged variables except diagonal

coefficients, which contain contributions defined by the source terms iωQ̃. Thus, once the Jaco-

bian matrix is filled for the averaged variables, it can be reused for the harmonics with only the

diagonal elements of diagonal blocks being updated. To implement this memory-saving strategy,

apart from minor updates in the matrix format, all the necessary operations involving products

with matrix blocks must be provided for this customized block representation. In case of the

BiCGStab solver, only the SpMV operation needs to be updated, and the preconditioner may

also require changes.

2.2. Preconditioner with Block-Diagonal Inversion

Situation with the preconditioner based on the block Jacobi method,

xm+1
i = Aii

−1
(
bi −

∑
j 6=i Aijx

m
j

)
, or the block Gauss–Seidel method,

xm+1
i = Aii

−1
(
bi −

∑i−1
j=1 Aijx

m+1
j −∑n

j=i+1 Aijx
m
j

)
, needs more attention, because in-

verted diagonal blocks are required to obtain solution on the next iteration, m+ 1, of the inner

iterative process. Inverted diagonal blocks do not necessarily follow the original block structure,

and storage for full 10×10 blocks is required (and about 8 times more arithmetic operations for

the inversion compared to 5×5 blocks)

The matrices for harmonics could be treated as block matrices of 5×5 blocks with a

portrait 4 times larger. In this case, only one 5×5 diagonal block, Aii, needs to be in-

verted and stored for each 10×10 block Aii. This requires less computational effort to in-

vert the diagonal blocks and 4 times less memory to store it. On the other hand, the

Gauss-Seidel block method would require a double pass for each 10×10 block row then

(since it is considered as two 5×5 block rows), which is inefficient enough to overcome

all the profit. So we approximate the inverted 10×10 blocks in such a way that only the

5×5 diagonal blocks are stored, while still dealing with the 10×10 block rows in the Ja-

cobi and Gauss–Seidel methods, respectively: xm+1
i = Aii

−1
(
bi −

∑
j 6=i Aijx

m
j −Ωxmi

)
,
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xm+1
i = Ã−1

ii

(
bi −

∑i−1
j=1 Aijx

m+1
j −∑n

j=i+1 Aijx
m
j −Ωxmi

)
, where

Ã−1
ii =

(
Aii−1 0

0 Aii−1

)
, Ω =

(
0 −ωυiI

ωυiI 0

)
.

Using this approximate inversion, complemented with the minor modification by including

the extra term Ωxmi , allows saving a lot of computational effort and memory on dealing with

inverted diagonal blocks. However, it is necessary that such an approximation does not spoil

the solver convergence process (otherwise, the solver may need many more iterations, which will

overcome all the gains). To verify this, a direct comparison is made with the original variant

with full storage of 10× 10 inverted blocks, results are demonstrated in the following section.

3. Performance Analysis

3.1. Cases Description

Two model cases are used to demonstrate the performance of the modified implicit solver.

Simulations for both test cases were performed using the Menter SST [21] turbulence model.

The hexahedral meshes for the test cases are built using the TurboR&D.Mesher software [22].

The first case is an isolated rotor with 22-blade impeller, NASA Rotor-67 [19], which is

widely used for validation in turbomachinery applications. Although there is no stator, the com-

putational domain is divided into three parts, as shown in Fig. 3, so that the static subdomains

conduct the perturbations generated by the rotating impeller, which are captured by the NLH

method. The previously obtained head-capacity characteristics of the Rotor-67 are presented

in [9]. Here, the maximum efficiency regime of the rotor is considered for the performance tests.

The hexahedral computational mesh contains 3.58 million nodes (single-blade sector with pe-

riodic boundary conditions). The same number of periodicity sectors is applied to all three

subdomains.

The second case is more computationally intensive, it is part of a model axial compressor of

a gas turbine engine with a scaled number of blades (see Fig. 3, and further details can be found

in [20]). The configuration considered consists of an inlet guide vane and four stages of rotor

and stator, which in total represents 8 rotor-stator interfaces. The mesh for this configuration

contains 11.9 million nodes. As for the Rotor-67, head-capacity characteristics can be found

in [9]. The highest efficiency regime is considered here for performance tests.

3.2. Demonstration of Performance Improvement

Reduced memory consumption and increased performance are demonstrated in comparison

with the previous NLH method implementation [9] on the Rotor-67 model test case. The hex-

ahedral mesh contains about 3.6 million nodes. The total memory consumption depending on

the number of harmonics is shown in Fig. 4. It can be seen that the additional memory con-

sumption for storing the matrices for harmonics has become negligible. The performance ratio

depends on the number of harmonics, since it is the solver for harmonic systems that has been

accelerated. For instance, in the typical case of using three harmonics, a speedup of 1.6 times

has been achieved.
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(a) Rotor-67 model rotor

(b) Axial multi-stage model compressor

Figure 3. Computational domains of the cases considered
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Figure 4. Memory consumption and computation time relative to the no-harmonics

simulation for the Rotor-67 test case as a function of the number of harmonics,

comparing the previous implementation [9] (Old) and the improved one (New)

3.3. Performance of Modified Preconditioners

Now let us separately consider the acceleration of preconditioners of the linear iterative

solver. A comparison of the baseline preconditioners with full storage of 10×10 inverted blocks
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and the modified preconditioners, which use reduced 5×5 inverted blocks, is performed on ex-

ample of the Rotor-67 test case with 3 harmonics.

To maximize the possible negative effect on the BiCGStab solver convergence from the

diagonal inversion approximation, a single iteration of the Jacobi method with zero initial guess

is used, which corresponds to the block-diagonal preconditioner. The solver tolerance is set

several orders of magnitude smaller than what is typically used in practice to more accurately

measure the difference in the number of iterations, with the iteration counts averaged over many

time steps. The difference appeared to be negligible, within 2%. Then, Gauss–Seidel (GS) and

symmetric GS (SGS) preconditioners were tested, and no notable difference in the resulting

number of BiCGStab iterations was observed neither.

Finally, the SGS preconditioner with the approximate diagonal blocks inversion was tested

in practical conditions. Comparative testing showed that diagonal block inversion is accelerated

by 2.8 times, and the total time for solving linear systems for harmonics has become 1.17 times

shorter. The preconditioner solution stage, which takes most of the solver time, is now 1.15 times

faster. The overall speedup achieved for the simulation due to the preconditioner upgrade is about

8%. Memory consumption for storing the inverted diagonal of harmonic systems is reduced by

4 times, which corresponds to 6.5% reduction of the total memory used.

3.4. Parallel Performance

Since the computation time was reduced and the data exchanges remained the same, the par-

allel speedup could have notably degraded. To make sure this did not happen, parallel speedup

measurements were performed on a cluster using more than 600 cores. The cluster nodes are

equipped with two 16-core Intel Xeon CPUs (8 DDR4-3200 memory channels each). The tests

for the Rotor-67 and model multi-stage axial compressor are performed using 3 harmonics. The

speedup plots obtained are shown in Fig. 5. No notable degradation of parallel efficiency has been

observed compared to the previous version [9], which is about 1.6 times slower. For instance, on

16 nodes, the parallel efficiency (acceleration at 16 nodes relative to one node, divided by the

number of nodes and multiplied by 100%) of the multi-stage compressor simulation was 82% and

now is 83%, the difference seems to be just within the measurement accuracy. Parallel efficiency

of 77% has been obtained on the Rotor-67 case when having about 6 thousand nodes per core.

Single-node parallel performance is demonstrated on the Rotor-67 case using 3 harmonics.

The speedup relative to sequential execution is presented in Tab. 1 for various parallel execution

modes with different ratios of MPI processes and OpenMP threads. On a single 16-core CPU, the

OpenMP speedup is about 10 times. Using simultaneous multithreading with 2 threads per core

gives about 6% speedup. This can be explained by mitigating the effect of memory latency on

cache misses, since when one thread gets stuck on a memory transaction, another can proceed. It

should also be noted that the SGS predonditioner is parallelized by blocks: the matrix is sliced

among threads, and each thread applies the preconditioner to its diagonal block, at the interface

the unknowns are taken from the previous iteration, as in the Jacobi method. Therefore, the

solver convergence may degrade as the number of threads increases. To evaluate this effect,

the average number of solver iterations was measured when setting the solver tolerance several

orders of magnitude lower than is typically used in practice. The solver with 32 threads needs

on average about 12% more iterations than with 1 thread (however, the impact on the overall

convergence of the solution to the nonlinear problem is less significant).
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Figure 5. Parallel speedup on a cluster system for the Rotor-67 and model multi-stage axial

compressor using 3 harmonics

On two CPUs running one MPI process per CPU (to avoid NUMA factor), the speedup is

about 22 times. Considering that the numerical algorithm is rather memory-bound (low arith-

metic intensity per unit of memory traffic, especially for the sparse linear solver) and the number

of memory channels is 16, this acceleration can be viewed as high enough.

Table 1. Single-node performance on the Rotor-67 case using 3 harmonics

Cores CPUs MPI OpenMP Time, s Speedup

1 1 1 1 53.3 1.0

16 1 1 16 5.37 9.9

16 1 1 32 5.08 10.5

32 2 1 64 3.36 15.9

32 2 2 32 2.42 22

32 2 32 1 2.32 23

32 2 32 2 2.23 23.9

Conclusion

The NLH method reproduces unsteady effects in turbomachinery applications simulated

using low-cost RANS approaches. It allows for the modeling of only one periodic sector of a

single blade passage per row in compressors and turbines and the transmission of non-stationary

perturbations through a mixing-plane interface. An important problem with this method is

the memory consumption, which grows with the number of harmonics. In case of an implicit
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scheme, the Jacobian sparse block matrix for complex variables has a block size twice as large

and, accordingly, needs four times more memory. Reducing memory consumption is especially

critical for using the NLH method on GPUs, which have very limited memory size. In the present

work, this reduction has been achieved by using a specialized block sparse matrix storage format

and approximate inverse diagonal blocks in Gauss–Seidel based preconditioners. Compared to

our previous NLH implementation [9], the proposed modifications have reduced the memory

footprint of the Jacobian matrix for harmonics by a factor of 4, resulting in an overall reduction

in memory consumption by about 1.5 times, as well as a speedup of about 1.5×. At the same

time, parallel performance in shared and distributed memory was maintained at a fairly high

level, showing about 80% parallel efficiency when running on hundreds of CPU cores with a

payload per core of about 6 thousand mesh nodes.

The achieved reduction in memory consumption allows us to begin using GPUs in simula-

tions with the NLH method. Our further work will be aimed at porting the NLH computational

algorithm, including new solver kernels, to GPUs. This should not be very difficult, since the

computational algorithm of the NLH method implemented in the NOISEtte framework is fully

compatible with the stream processing paradigm and can rely on the existing GPU computing

infrastructure of the code. It is also planned to incorporate the NLH method for use with the

full approximation multigrid method [23], which is expected to provide a significant convergence

speedup.
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The paper presents a computational technology of numerical simulation of turbulent flow over

a hinged rotor on high-performance heterogeneous computer systems. A key part of the technology

is the developed mathematical model describing the complex motions of triple-hinged rigid blades

of a helicopter under the action of external and aerodynamic forces and its implementation using

an original unstructured mesh-deformation algorithm. The mesh-deformation method exploits

an auxiliary web-structured mesh with its elastic compression-expansion controlled by low-cost

quasi-one-dimensional strand-based algorithms. The mechanics model is verified by solving the

pendulum problems. To demonstrate the correctness of the developed techniques, the problems on

taper stabilization and blade motion under cyclic control for model helicopter rotors are considered.

All the presented computations are carried out using the code NOISEtte for solving aerodynamics

and aeroacoustics problem. The code implements higher-accuracy methods of computational fluid

dynamics on unstructured mixed-element meshes and operates with a high efficiency on modern

supercomputers with arbitrary architectures including CPU cores and GPU accelerators.

Keywords: helicopter, rotor kinematics, cyclic control, flapping motion, taper stabilization,

computational fluid dynamics, turbulent flows, unstructured mesh, mesh deformation, higher-

accuracy method, CPU+GPU.

Introduction

Numerical simulations of turbulent flows generated by real helicopter rotors are the problems

that require large computing resources and therefore modern high-performance supercomputers

to solve them. The complexity of simulating non-stationary turbulent flows in such problems is

aggravated by the need to correctly take into account the non-trivial mechanics of the hinged

rotor blades. Nowadays efficient implementation of high-fidelity computational fluid dynamics

for hinged rotors combined with proper blade mechanics presents a challenge to the global

community involved in numerical simulation of helicopter problems. That is why among a huge

number of publications devoted to numerical investigation of helicopter rotors and estimation of

their aerodynamic and acoustic properties (see, for instance, [4, 17, 23–25]) only a few of them

consider real hinged rotors in coupling with blade mechanics.

In most of papers on hinged rotors, the authors use the computational techniques offered by

commercial CFD codes or even combinations of them. Thus, the CFD codes are often combined

with MBDyn [1] and CAMRAD [16] packages, to provide the blade mechanics. The paper [14]

studies the hinged rotor problem with the help of FINFLO solver for rotary wing applications.

The team of Prof. George Barakos from University of Glasgow U.K., one of the strongest

university teams involved in helicopter research in Europe, develops their own software. Let

us highlight the work [20] where they consider both blade cyclic control and flapping motions

prescribed by the given laws. To achieve the target thrust coefficient, the special trimming

method is used.

Another important phenomenon of hinged rotor is aeroelasticity of helicopter blades. Among

the publications considering this feature there are, for instance, the papers [6] and [21]. However

it appears difficult to combine it with well-developed CFD and blade mechanics.
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In general, it can be said that to date no commonly accepted CFD platform has been

developed for the numerical solution of the hinged rotor problem. In this situation, new efficient

methods adapted to the rapidly growing performance of modern supercomputers are still in

great demand.

A goal of this paper is to present a computational technology to simulate turbulent flows

generated by helicopter rotors with three-hinged rigid blades in different flight modes. The

developed methods are implemented within the code NOISEtte [5] for solving aerodynamics

and aeroacoustics problems on unstructured mixed-element meshes. The proposed technology

combines a turbulent flow model (among those from RANS to scale-resolving hybrid RANS-LES

methods implemented in NOISEtte) with a novel mathematical description of blade mechanics

and original numerical techniques to maintain the blade motions on a moving unstructured

mesh.

The paper is organized as follows. Section 1 describes a coupled simulation of turbulent air-

flow and articulated blade dynamics in helicopter rotors, solved with mesh deformation across

multiple reference frames. Section 2 presents mathematical models and numerical methods in-

volved in the framework of turbulent flow simulation. Section 3 describes the models governing

the blade mechanics and the corresponding numerical methods. Section 4 is devoted to the mesh

deformation technique. Section 5 contains the numerical results. The Conclusion summarizes the

results of the work.

1. General Scheme of Numerical Simulation of Hinged Rotor

Problems

Numerical simulation of a helicopter rotor with articulated blades involves modeling the

motion of each blade as its key component. The spatial position of the blade depends on the

acting inertial forces caused by its rotation and externally given cyclic control, gravity and

aerodynamic forces arising from the motion (i.e., rotation and forward motion) of it in the air.

Accounting for aerodynamic forces requires the simulation of the flow near the helicopter rotor,

and the aerodynamic forces themselves depend on the position of the blade.

Thus, the computation of the flow near a helicopter rotor and the motion of each rotor blade

must be carried out jointly at a discrete time step within the selected model for describing the

fluid and the model for the blade motion.

In helicopter applications, a liquid medium near rotors is viscous compressible turbulent flow

of air. As a model for describing it, the Reynolds-averaged Navier–Stokes system of equations

(RANS) closed by different turbulence models is widely used. It should be noted that, depending

of the problem, the Euler or Navier–Stokes equations can be also applicable. The best descrip-

tion of turbulent flow is currently provided by scale-resolving hybrid RANS-LES (Large Eddy

Simulation) models, however the implementation of these models requires high computational

costs.

The mathematical model that determines the movement of the articulated blades of a heli-

copter rotor presents a system of nonlinear ordinary differential equations written in the form

of the law of conservation of angular momentum.

The general algorithm for the joint solution of the gasdynamics equations and the equations

of rotor blade motion at each discrete time step can be written as the following stages:

1. Determination of the pressure field from the simulation of flow over the helicopter rotor.
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2. Calculation of the aerodynamic forces acting on the blade, basing on the pressure distribu-

tion on its surface.

3. Calculation of the blade displacement and determination of its new spatial position at a

new time step.

4. Deformation of the computational mesh for making it consistent to the new blade position

and preparation of initial information needed for computations at the next time step.

5. Returning to point 1.

The above algorithm involves three main processes: simulation of turbulent flow around the

helicopter rotor, modeling of blade movements, and deformation of the computational mesh.

To simulate the turbulent flow around hinged rotor, to model the motion of its blades and to

implement the corresponding mesh movement, it is convenient to consider the following different

frames of reference (FR):

– Helicopter frame of reference (HFR). The origin of the FR coincides with the center of the

rotor hub. The Oz axis is co-directed with the axis of rotation of the rotor shaft, the Ox

axis is co-directed with the line of the zero-azimuth position of the blade downstream, the

Oy axis complements the FR to the right-hand system. This FR can be also considered as

absolute.

– Rotating, non-inertial, frame of reference (RFR). The origin of the FR coincides with the

center of the rotor hub. The Oz axis is co-directed with the axis of rotation of the rotor

shaft, the Ox axis is directed parallel to the longitudinal axis of the blade at zero angles

of flapping and lagging, the Oy axis complements the FR to the right-hand system.

– Blade, non-inertial, frame of reference (BFR). Its description is given in detail in the

section devoted to modeling the blade motion.

2. Mathematical Models and Numerical Methods for Turbulent

Flow Simulation

2.1. Governing Equations

Let us model the viscous compressible gas flow by the RANS system of equations with

Spalart–Allmaras (SA) turbulence model in the form of the conservation laws of mass, momen-

tum and total energy. Consider these equations in an integral form suitable for implementing an

arbitrary Lagrangian-Eulerian approach (ALE) for constructing numerical finite-volume schemes

on moving meshes and/or in a non-inertial RFR. It is important to note here that in all the

FR under consideration we use the flow velocity components determined in the absolute HFR.

Below we designate the velocity in the HFR as “absolute velocity”.

When considering the RANS system in the RFR, the rotation of the axes of this FR occurs

around the rotor shaft axis with a time-independent angular velocity vector ω with magnitude

equal to the rotation speed of the helicopter rotor. In contrast to the HFR case, the absolute

velocity in the RFR is projected to the rotating axes which results in the appearance of an

additional term responsible for the velocity turn in the governing gasdynamic equations. With

this description, the streamlined rotor remains motionless, and the direction of the upstream

flow changes dependently to the azimuthal angle ψ = |ω|t. Note that at the discretized level the

linear tangential velocity V ω = ω × r of the blade rotation, where r is the radius-vector, can

be interpreted as a stationary velocity of mesh movement in the HFR.
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To write the system of Navier–Stokes equations in the form of conservation laws, we intro-

duce the vector of conservative variables

Q = (ρ, ρu, E, ρν̃)ᵀ ,

where u = (u1, u2, u3) is the velocity vector in HFR, ρ is the density, E = ρu2/2 + ρε is the

total energy, ε is the specific internal energy, p = ρε (γ − 1) is the pressure defined by the ideal

perfect gas state of equation, the constant γ is the specific ratio, ν̃ is turbulent eddy viscosity.

Let C(t) be the computational cell on a given mesh with volume |C(t)| and Q be the integral

average of Q(t) over this cell. Then

d

dt

∫

Ci(t)

QdV =
dQi |Ci(t)|

dt
, |Ci(t)| =

∫

Ci(t)

dV, Qi =
1

|Ci(t)|

∫

Ci(t)

QdV

and the RANS system implementing ALE approach can be written as shown in [10] as

dQi |Ci(t)|
dt

+

∫

∂Ci(t)

FC (Q) · ndS −
∫

∂Ci(t)

Q (V c · n) dS

=

∫

Ci(t)

FD (Q,∇Q) dV +

∫

Ci(t)

S (Q,∇Q) dV.

(1)

Here ∂Ci(t) is the boundary of cell, n is the unit external normal to the boundary ∂Ci(t), V c

is the velocity of the moving-cell boundary. In general, when using the RFR, the boundary-cell

velocity is the vector sum of the mesh deformation rate V d and the linear tangential rotation

velocity V ω.

System (1) includes composite vectors FC and FD, each component of which FCi and FDi
in coordinate direction xi (i = 1, 2, 3) represents the convective transport and diffusion flux

vectors, respectively.

The components of convective transport flux vector are given as functions of the physical

variables ρ, u, p:

FCi (Q) = (ρui, ρuui + pei, (E + p)ui, ρν̃ui)
ᵀ ,

where ei = (δi1, δi2, δi3)
ᵀ is the row-vector of the identity matrix and δij is the Kronecker symbol.

The diffusion flux vector is defined as a vector-function of physical variables and their gradients

as

FDi (Q,∇Q) = (0, τi1, τi2, τi3, τijuj + qi, kd(∇ρν̃)i)
ᵀ ,

where the components of the viscous stress tensor τij , the heat flux vector qi, and the diffusion

coefficient kd are defined according to the RANS system with the closing SA model (see, for

example, [3]).

Vector S(Q,∇Q) is the source term describing the influence of the external forces that are

not related to the transport of conservative variables Q

S (Q,∇Q) = (0,−ρ(ω × u), 0, SSA)ᵀ ,
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where SSA is the source term in the SA equation describing turbulence generation and turbulence

destruction (a complete description can be found, for example, in [3]), the term −ρ(ω × u) in

the momentum equation determines the velocity vector turn to the angle equal to −|ω|t when

using the RFR.

Note that when using a movable (deformable) computational mesh with the mesh velocity

depending on time and spatial coordinates, it is necessary to recompute the new positions of all

the nodes and rebuild the final (control) volumes at each time step. When using the RFR the

mesh velocity does not depend on time so the geometry of the mesh elements does not change,

and the mesh is transported as a rigid body together with the rotor.

2.2. Higher-Accuracy Quasi-One-Dimensional Reconstruction-Based

Methods

To solve system (1) we use the CFD/CAA NOISEtte code [5] which exploits vertex-centered

algorithms on unstructured mixed-element meshes. According to the NOISEtte framework for

the discretization of the convective terms, the family of EBR (Edge-Based Reconstruction)

finite-volume schemes is used [2, 7, 8]. A higher accuracy of EBR schemes is achieved thanks to

the edge-based quasi-one-dimensional reconstruction of variables involved in the flux calculation

according to one or another Riemann solver. For the problems considered in the paper, as

a Riemann solver, we use the Roe method. For the discretization of the diffusion terms, the

standard P1-Galerkin method and the method of averaged element splittings (AES) are used [9].

The time integration is implemented using the backward time differentiation formulas of the first

and second orders. To solve the nonlinear algebraic systems, the Newton method is used. The

corresponding linear systems are solved using the biconjugate gradient stabilized method.

2.3. Parallel Implementation

All the above mentioned models, methods and algorithms have effective and robust par-

allel implementation within the CFD/CAA NOISEtte code (see [5, 12]). The NOISEtte code

is written in C++ using MPI, OpenMP and OpenCL frameworks for parallel implementation.

It consists of a core computational library and connectable functional modules that are linked

to console applications for preprocessing, running simulations, and postprocessing results. The

code is designed to provide the maximum portability and can be used on Windows and Linux,

on a wide range of computing systems from workstations to hybrid supercomputers. It has been

tested on various computing architectures, including multicore CPUs (Intel, AMD, IBM, ARM,

Elbrus), multi-core accelerators (Intel Xeon Phi KNC, KNL), GPUs (Intel, AMD, NVIDIA),

systems on a chip combining central and graphics processors.

A parallel implementation of the computational algorithm is based on hierarchical multilevel

model (see [12, 13]). At the top level, the MPI standard is used to couple multiple nodes of

a cluster system. Then, the second-level mesh partitioning is used to further distribute the

workload among computing devices of hybrid cluster nodes, such as CPUs and GPUs. MPI

parallelization uses asynchronous, non-blocking exchanges and allows communications to be

hidden behind computations to improve parallel efficiency, which is especially important for

GPU computing. To reduce the data transfer overhead, multi-threaded message processing is

used as well.

I.V. Abalakin, V.G. Bobkov, T.K. Kozubskaya, A.V. Lipatov

2025, Vol. 12, No. 1 77



3. Mathematical Models and Numerical Methods for Rotor

Mechanics

3.1. Description of Three-Hinged Blade and Its Kinematics

The hinged attachment of the blade implies the attachment of it to the hub by means of

the following three hinges: 1) a flap hinge (FH) allowing the blade to move in the vertical plane

(flapping motion); 2) a lag hinge (LH) allowing the blade to move in the horizontal plane (lagger

motion); 3) and an pitch hinge (PH) allowing the blade to rotate around its longitudinal axis

(pitching motion).

�

�

lFH

lLH

l PH

Figure 1. Schematic representation of an articulated blade

The sequence of hinges is specified as FH→LH→PH, with the distances between them

defined as: lRH is the distance from the hub center to the LH, lLH is the distance from the FH

to the LH and lPH is the distance from the LH to the PH (see Fig. 1).

The modeling of the articulated blade motion is carried out under the following assumptions:

– The blade is considered an absolutely rigid body, meaning it does not deform under load.

– The mass of the blade is concentrated along its longitudinal axis to simplify the analysis

of its motion.

– The moments created by the control system lever relative to the FH and LH are assumed

to be zero, i.e., no external torques are applied at these hinges.

– The dimensions of the hinges are small compared to the blade which allows them to be

treated as point connections.

– Only the blade has mass, the hinges and hub are considered massless.

The kinematics of the blade is determined by the following angular values:

– Flapping angle β is the angle between the plane of rotation of the rotor and the longitudinal

axis of the blade.

– Lagging angle ξ is the angle between the plane passing through the azimuthal position

of the blade (i.e., the plane perpendicular to the rotor’s plane of rotation at a specific

azimuth) and the longitudinal axis of the blade.

– Pitching angle ϕ is the angle between the chord of the blade section at 0.7R (where R is

the radius of the rotor) and the plane of rotation of the rotor.
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3.2. Blade Dynamics

The problem of determining the spatial position of the blade depending on the aerodynamic

and inertial forces acting on it includes solving the equations for finding the angles β, ξ, ϕ under

the following assumptions:

• The helicopter moves in forward flight mode, that is, in a straight line and at a constant

velocity (a particular case is the hover mode).

• The blade control, or the change in its pitch angle ϕ, is determined by an externally

specified control law

ϕ (ψ) = ϕ0 + ϕ1 cos (ψ) + ϕ2 sin (ψ) + kβ β + kξ ξ, (2)

where ψ is the azimuth angle, ϕ0 is the collective pitch, ϕ1 and ϕ2 are the control param-

eters, kβ is the pitch-flap coupling, kξ is the pitch-lag coupling. Note that the influence

of aerodynamic forces on the pitch angle occurs implicitly through the flapping angle and

lagging angle.

�

�

yRFR

zRFR

xRFR

zBFR

yBFR

xBFR

Figure 2. The helicopter frame of reference and the blade frame of reference

The blade movement is considered in the BFR which is defined as follows: the FR origin

coincides with the center of LH, the Oz axis is co-directed with the LH axis, the Ox axis is

directed along the blade, and the Oy axis complements the FR to the right-hand system (see

Fig. 2).

3.3. Governing Equations

Let us denote the current distance from the start of the blade by r and introduce vector g

which is the vector of gravity acceleration defined in the BFR. Let us also determine the values

of blade mass per unit length as ρ and the aerodynamic force per unit length as qa

ρ(r) =
dm(r)

dr
, qa(r) =

dF a(r)

dr
.

Then the equations for finding the angles β, ξ can be written in the form of the following laws

of conservation of angular momentum [19].

I.V. Abalakin, V.G. Bobkov, T.K. Kozubskaya, A.V. Lipatov

2025, Vol. 12, No. 1 79



The equation for flapping hinge is

β̈

R∫

0

((lPH + r) cos ξ + lLH)2ρ dr =

R∫

0

(Azqaz +Bzgzρ) dr +

R∫

0

(Czω
2 +Dzωξ̇ + Ezβ̇ξ̇)ρ dr.

(3)

The equation for lagging hinge is

ξ̈

R∫

0

(lPH + r)2ρ dr =

R∫

0

(Ayqay +Bygyρ) dr +

R∫

0

(Cyω
2 +Dyωβ̇ + Eyβ̇

2)ρ dr.

(4)

Here the coefficients Az, Ay, Bz, By, . . . , Ey are the nonlinear functions depending on the

variables β, ξ.

The terms in the right-hand side of these equations are the moments of forces relative to

FH and LH. They can be divided into moments of external and inertial forces. The factors in

front of β̈ and ξ̈ are the moments of inertia of the considered mass-geometric model of the blade

relative to FH and LH

JFH =

∫ R

0
((lPH + r) cos ξ + lLH)2ρ dr,

JLH =

∫ R

0
(lPH + r)2ρ dr.

The laws of conservation of angular momentum (3) and (4) can be written in the vector

form as

J
dωrel
dt

= MEXT + M I , (5)

where J is the tensor of the blade momentum defined as the momentum JPH and JLH referred

to PH and LH

J =

(
JFH 0

0 JLH

)
.

Here ωrel = (β̇, ξ̇)ᵀ is the vector of angular velocities of relative rotation,

MEXT =
(
MEXT/FH ,MEXT/LH

)ᵀ
is the vector of external forces moments,

M I =
(
MI/FH ,MI/LH

)ᵀ
is the vector of inertial forces moments.

The solution of system (5) describes the flapping and lagging motions of the blade assuming

that the cyclic pitch and the collective pitch of the rotor are given analytically.

The aerodynamic force vector Fa is obtained from the solution of RANS equations. Note

that it is defined in the absolute HFR and before using in the system of equations (5) it must

be projected onto the BFR as

FBFR
a = ABFR

HFRF
HFR
a ,

where ABFR
HFR is the transfer matrix.
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By solving the system (5), we find the values of the angles and angular velocities β, β̇, ξ, ξ̇

at the next time step, and thereby determine the position of the blade relative to the hinges and

the mesh velocity at the next time step.

3.4. Numerical Methods

In general, a system of ordinary differential equations (ODE) can be written in the form

β̈ = fβ(β, β̇, ξ, ξ̇),

ξ̈ = fξ(β, β̇, ξ, ξ̇).
(6)

Let us introduce the new vector Y of unknown components defined as y1 = β, y2 = ξ,

y3 = β̇ = ẏ1 and y4 = ξ̇ = ẏ2 and denote the right-hand side vector F as

Y =




y1

y2

y3

y4


 , F =




F1

F2

F3

F4


 =




y3

y4

fβ(y1, y3, y2, y4)

fξ(y1, y3, y2, y4)


 . (7)

Then the system (6) can be identically transformed to the first-order autonomous ODE system:

Ẏ = F (Y ). (8)

The system (7)–(8) is solved by a multi-step Taylor Series Method. This method is some-

times called the linearized Runge–Kutta method or the Runge–Kutta method with minimal

storage [15, 18]. Let Y n = Y (tn), then, according to this method, the unknown vector at the

next time step Y n+1 = Y (tn + ∆t) is defined as

Y (0) = Y n,

Y (k) = Y n + αk∆tF (tn,Y (k−1)), k = 1, . . . ,m,

Y n+1 = Y (m),

where the coefficients αk are

αk =
1

m− k + 1
.

This multi-step method for a linear autonomous system has the m-th order of accuracy, for

a nonlinear system only the second. Note that for small deviation angles β and ξ, the system

(7)–(8) can be considered as linear and therefore solved with an order of accuracy equal to the

number of integration steps m.

4. Elastic Mesh for Cyclic Pitch Control and Flapping Motions

Previously in [11] we introduced a computational method for simulating the motion and

deformation of a body in a fluid or gas dynamic environment, focusing on maintaining the quality

of the computational mesh during the body movement. The method is particularly suitable for

the problems involving the motions controlled externally and/or by the aerodynamic forces such

as the cyclic pitch control and flapping motions of helicopter rotor blades. Due to its ability to
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handle small displacements and rotations while maintaining mesh quality, it can be effectively

applied to simulate the flow around hinged rotors. An articulated blade typically undergoes

cyclic pitch, flapping, and lead-lag motions. These movements can be described using the Euler

angles and small displacements, which align well with the method assumption of small linear

and angular motions.

Ω2

Ω1

Ω3

Figure 3. Deformation zones near the rotor blade

Following the method, a computational domain is divided into three subdomains. The first

domain Ω1 contains the rotor blade and its immediate vicinity. The mesh nodes in this region

move with the blade, ensuring accurate resolution of the boundary layer and thereby calculation

of aerodynamic forces. Domain Ω3 includes the nodes far from the blade that remain either

motionless or rotating with the rotor depending on the chosen FR. Domain Ω2 is the deformation

region where the mesh nodes move to accommodate the blade motion while preserving the mesh

topology and quality. The deformation in domain Ω2 relies on constructing an auxiliary web-

structured “strand mesh” which connects the moving and stationary regions via radial strands.

An inner surface (∂Ω1) is defined around the blade, while the outer surface (∂Ω2) is constructed

concentrically (see Fig. 3). Elastic radial strands connecting these surfaces allow the mesh to

deform smoothly as the blade moves.

The compression-stretching of the auxiliary mesh is controlled by one-dimensional laws

acting along each strand and providing smooth changes in the size of mesh cells. Note that this

approach requires very little additional computing resources. Moreover, the web structure of

strand mesh simplifies the interpolation of flow variables from it to the main unstructured mesh.

The implemented algorithm [11] allows to move nodes in the deformation region according

with the blade displacements while maintaining the initial unstructured mesh topology and

preventing its tangling. As for the hinged rotor problems, the auxiliary mesh is automatically

constructed at the beginning of the computation if the minimum and maximum hinge angles

can be defined (see Fig. 4). Then it is used within the whole simulation.

5. Numerical Results

5.1. Pendulum

In the pendulum test, the algorithm implementing the motion of a pendulum under the

influence of gravity on a deformable unstructured mesh is verified. In this problem, the combined

operation of the implemented rotor blade mechanics and the mesh deformation algorithm are
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(a) Initial blade strand mesh (b) Deformed blade strand mesh

(c) Initial blade computational mesh (d) Deformed blade computational mesh

Figure 4. Strand mesh deformation and corresponding computational mesh deformation

verified without taking into account the impact of aerodynamic forces. The pendulum represents

a rigid rod 3 meters long with no hinges. An auxiliary strand mesh is built large enough to cover

a region of possible rod deflection of angles up to 20◦ (see Fig. 5).

(a) β = π/18 (b) β = 0

Figure 5. Computational (blue) and strand (red) meshes for pendulum cases

It is assumed that the pendulum is described by set of N different point units with mass mi

located at a distance ri, i = 1, . . . , N from the suspension point. The motion of such pendulum

is described by the equation

β̈ + g

∑N
i=1miri∑N
i=1mir2i

sinβ = 0.
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If the angle β is assumed small enough and the linearized equation becomes valid, the

solution can be given by the formula

β (t) = β (0) cos

(√
g

∑N
i=1miri∑N
i=1mir2i

t

)
.

In the first case, the radial velocity ω = 0, the azimuthal blade displacement ψ = 0, the zero

hinges displacements lV H = lHH = lPH = 0, the initial hinges angular velocities β̇ (0) = ξ̇ (0) = 0

and the initial pendulum position is set by the deflection angle β (0) =
π

18
, ξ (0) = 0.

The rest case parameters are the following: the mass distribution: dmi

(ri
R

)
=

[
0.25 1

1 kg 1 kg

]
, the pendulum length R = 3 m, the gravity acceleration g = (9.8, 0, 0) m/s2.

For the given parameters, the solution for a small flapping angle is:

β (t) =
π

18
cos

(√
9.8 · 5

17
t

)
. (9)

Figure 6 shows a comparison of the numerical solution with the analytical one (9) for the

linearized equation. It can be seen that the solutions coincide in amplitude, but there is a little

phase discrepancy between the numerical solution and the exact solution of linear equation. The

magnitude of this error decreases with decreasing the initial angle of deflection, otherwise, with

the diminishing influence of nonlinearity.

60 65 70 75 80 85 90 95 100

-10

-5

0

5

10

15

b°

t (s)

 simulation
 analytical solution

Figure 6. Evolution of deflection angle for pendulum

5.2. Rod Rotation Cases

In the following two cases, the algorithm implementing the motion of a rotating rigid body

under the influence of inertial forces on a deformable unstructured mesh is verified. The configu-

ration setup is the following: the radial velocity ω = 1 rad/s, the azimuthal blade displacement

ψ = 0, the hinges displacements lHH = 10 m, lV H = lPH = 0, the hinges angular velocities:

β (0) = 0.02π, β̇ (0) = 0.01π rad/s, ξ (0) = ξ̇ (0) = 0 and no gravity acceleration g = (0, 0, 0).

The blade length is 3 m and the mass distribution of single point unit is dmi

(ri
R

)
=

[
0.5

2 kg

]
.
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Analytically, for small angles, the motion in terms of the evolution of the angle β under the

action of centrifugal forces due to the rotation is described by the equation:

β̈ + (1 + ε)ω2
eβ = 0,

where ε = 1 + SHH · lHH/JHH , SHH =
∑
dmi(lV H + (lPH + ri) cos ξ) is the center of mass of

the rod along the OyBCS axis, and JHH =
∑
dmi(lV H + (lPH + ri) cos ξ)2 is the moment of

inertia of the rod relative to the OyBCS axis. This linear equation has the following solution:

β (t) = β0 cos
(
ωet
√

1 + ε
)

+
β̇0

ωe
√

1 + ε
sin
(
ωet
√

1 + ε
)

or, for the given configuration:

β (t) = 0.02π cos
(
t
√

3
)

+
0.01π√

3
sin(t
√

3).
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Figure 7. Evolution of rotating rod flapping angle

Figure 7 demonstrates a comparison of the numerical solution with the analytical one of the

linear equation. It can be seen that the numerical solution practically coincides with the exact

solution.

Now let us consider the test on the motion of the rod in terms of the angle ξ determining

its lead-lag movement. The test configuration is similar to the previous one except the hinges

angular velocities given as β (0) = β̇ (0) = 0, ξ (0) = 0.02π, ξ̇ (0) = 0.01π rad/s.

For small angles, the lead-lag motion is analytically described by the following equation:

ξ̈ + ν2ω2
eξ = 0,

where ν2 = SV H(lHH + lV H)/JV H , SV H =
∑
dmi (lPH + ri) is the center of mass of the rod

along the OzBCS axis, and JV H =
∑
dmi (lPH + ri)

2 is the moment of inertia of the rod relative

to the OzBCS axis. This linear equation has the following solution:

ξ (t) = ξ(0) cos (νωet) +
ξ̇(0)

νωe
sin (νωet)

or, for the given configuration:

ξ (t) = 0.02π cos
(
t
√

1.6
)

+
0.01π√

1.6
sin
(
t
√

1.6
)
.
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Figure 8. Evolution of rotating rod lead-lag angle

In Fig. 8, a comparison between the numerical solution and the analytical one of the linear

equation is shown. As in case of the flapping angle, the numerical and exact solutions are

practically indistinguishable.

5.3. Model Hinged Rotor in Hover

In this case, the algorithm implementing the flapping motion of an articulated blade and the

work of flap hinge under the influence of aerodynamic forces on a deformable unstructured mesh

is verified. During the rotation of the hinged rotor, the FH allows the blades to freely perform

flapping motions. Over time, the flapping angle, the same for all the blades, should stabilize,

forming a taper of the rotor.

In the test case under consideration, the flow around a hinged rotor with two hinged blades,

rectangular in plan and made on the basis of NACA0012 airfoil without twist, is simulated.

The rotor radius is 1.142 meters, and the blade chord is 0.1903 meters with the aspect ratio

equal to 6. The pitch angle is fixed at 8◦. The horizontal hinges are located at a distance of

0.05 meters from the rotor axis, which allows the blades to perform flapping movements. Each

blade has mass of 1 kg, the center of mass is located in the middle of the blade mid-span. The

rotational speed is 650 RPM, corresponding to the tip speed of 77.7 m/s and the tip Mach

number of 0.23. The environmental parameters are chosen to ensure a Reynolds number of 104,

reducing the requirements for boundary layer cell height to satisfy the condition y+ < 1. The

Reynolds number is determined using a viscosity coefficient of 0.0413 Pa·s. The flow simulation

is based on solving the RANS equations with the SA turbulence model.

At the pre-processing stage, the deformation zone covered with the strand mesh is automat-

ically built for each blade (see Fig. 9, left). The inner cylindrical part contains the blade surface

with the surrounding boundary layer elements (hexahedrons and triangular prisms).

The computational domain represents a cylindrical region with the diameter and height of

60 meters and the axis coinciding with the rotor axis. An unstructured mesh is constructed on

the blade surface, and the prismatic boundary layer consisting of hexahedrons and triangular

prisms is then built starting from the surface, transitioning isotropically to tetrahedrons with

increasing the distance from the surface. The near wall cell size is chosen to ensure the condition

y+ < 1. The computational mesh in whole contains 2.8×105 nodes and 8.6×105 volume elements

(see Fig. 9, center, right).
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(a) Initial computational and

strand meshes

(b) Computational mesh,

flapping angle 0

(c) Computational mesh,

flapping angle 3.7◦

Figure 9. The mesh pattern near the blade: the strand mesh and the unstructured

computational mesh deformations

During the computation, at each time step, the aerodynamic forces acting on the blade are

calculated based on the pressure distribution on the blade surface. These forces are fed to the

input of the algorithm of the hinged rotor mechanics. The angular velocities of the blade motion

are determined basing on the current force distribution along the blade span with considering

the presence of hinges. Then, on the base of the location on the current time step and the angular

velocities, the new position of the blade is calculated.

Within the computation after 20 revolutions, the thrust, torque, and coning angle of the

rotor stabilize and reach the steady-state values (see Fig. 10, where vertical lines indicate the

beginning of each rotor revolution).
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Figure 10. Two-bladed rotor characteristics evolution

To assess the reliability of the numerical result, one can check the fulfillment of the equilib-

rium condition at specific moments in time from the perspective of d’Alembert’s principle. In

the considered problem formulation, from the standpoint of this principle, the following forces

act on the blade: the gravitational force, the aerodynamic force, and the inertial force, which

consists of the terms arising from the rotation with the speed ω and the acceleration β̈. The

equilibrium condition in the hinge is written as:

−Mω −Mg +MAD −Mβ̈ = 0,

where Mβ̈ = J · β̈ and J is the moment of inertia of the blade relative to the hinge.
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The values of the moments of inertial forces and gravitational force Mω, Mg and Mβ̈ can be

determined from the blade configuration and the data on its spatial position. To determine the

moment of aerodynamic forces relative to the hinge, it is necessary to evaluate it in the BFR

and integrate it with respect to the corresponding level arm length (for details see [19]).

These equilibrium equations are checked for each simulation time step. The measure of the

discrepancy is estimated as

Merr =
MAD −Mω −Mg −Mβ̈

|MAD|
.

The result is presented in Fig. 10b. The maximum relative error Merr in the equilibrium

equation is less than 4×10−4. This error corresponds to a change in the blade mass in the current

configuration of approximately 0.1%, from which it can be concluded that the equilibrium is

maintained and the algorithm is implemented correctly.

5.4. Model Hinged Rotor in Forward Flight

In this test case, the computation exploits the whole computational method including the

mesh deformation algorithm, and the algorithms implemented the hinged rotor blade mechanics

and turbulent flow simulation. The case represents the simulation of the flow around a model

hinged rotor in forward flight. In such flight regime, the cyclic collective pitch control intended

to reduce the aerodynamic force and moment oscillations is required. Thus, the test problem is

considered in a setup with the cyclic pitch control and free flapping motions of the blades in the

horizontal hinge.

Let us consider the model hinged rotor of four articulated blades. Each blade is based on

NACA23012 airfoil with linear twist. The rotor radius is 2.442 meters, and the blade chord is

0.16 meters. The horizontal hinges are located on the rotor axis and allow the blades to perform

flapping motions. The distribution of elementary masses along the blade span is given in Tab. 1.

Table 1. Four-bladed rotor mass distribution

r/R 0.0335 0.0570 0.0887 0.1673 0.2137 0.2636 0.3219 0.3721

m, kg 0.9111 0.8146 0.2585 0.1831 0.1345 0.1427 0.1333 0.1311

r/R 0.4291 0.5431 0.6572 0.7712 0.8292 0.8683 0.9116 0.9541

m, kg 0.2507 0.3066 0.2866 0.1937 0.1050 0.0876 0.0890 0.1392

The rotational speed of 840 RPM is constant with the tip velocity of 215 m/s corresponding

to the tip Mach number of 0.63. The environmental parameters are as follows: the air density is

1.2051 kg/m3, the pressure is 101325 Pa. The Reynolds number calculated based on the blade

chord and the tip speed is 2.7 × 106. The flow simulation is carried out by numerically solving

the RANS equations with the closing SA turbulence model.

The simulation of turbulent flow around the helicopter rotor in forward flight takes into

account the complex curvilinear motion of the articulated blades. In this setup, the rotor angle

of attack is zero, the upstream flow velocity is 60 m/s, and the blade pitch angle at the section

r/R = 0.7 is ϕ0 = 12.6◦ (or 11.1◦ with the pitch-flap coupling, see the details below). The cyclic

pitch control is governed by the following law for the blade azimuthal position ψ:

ϕ (ψ) = ϕ0 + a1 sinψ + b1 cosψ + kβ, (10)
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where the coefficients have the following values: ϕ0 = 12.6◦, a1 = −4.5◦, b1 = 1◦, k = −0.5.

The computational mesh is constructed in such a way that the initial blade pitch angle

corresponds to the law (10) at the initial time moment with the flapping angle β = 5◦. Thus,

the initial blade pitch angle in the mesh is set to ϕ(ψ = 0, β = 5◦) = 11.1◦. Note that this

step is not mandatory as the blade is positioned correctly through the mesh deformation at the

initial stage of the computation; however, such mesh prescription improves the robustness and

expands the limitations of the mesh deformation algorithm.

Figure 11. Computational mesh for the model four-bladed hinged rotor

As in the previous case, the unstructured mesh is constructed on the blade surface, and a

prismatic boundary layer consisting of hexahedrons and triangular prisms is built starting from

the surface and transitioning isotropically to tetrahedrons with increasing the distance from

the surface (see Fig. 11). The nearwall cell size is chosen to ensure the condition y+ < 1. The

constructed computational mesh contains 4.8× 106 nodes and 9× 106 volume elements.

To reach a quasi-steady state, eight full rotor revolutions are needed. As practice shows, in

the presence of an upstream flow (under the oblique flow conditions), it is enough to reach a

periodicity of the aerodynamic characteristics. The evolution of thrust and torque confirms this

(see Fig. 12).
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Figure 12. Evolution of four-bladed rotor thrust and torque
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The overall flow pattern obtained by the simulation meets the expectations: the turbulent

wake and tip vortices are carried downstream; the largest regions of negative gauge pressure are

observed on the surface of the advancing blade while the smallest ones are on the blade moving

downstream (Fig. 13).

(a) Rotor upper surface (b) Rotor lower surface

Figure 13. Gauge pressure distribution

Figure 13 shows the distribution of gauge pressure on the upper and lower surfaces of the

rotor. As expected, the region of low pressure is the largest on the surface of the advancing blade

(1) making the greatest contribution to rotor thrust at this azimuth. The last is well seen in the

blade and rotor thrust charts (Fig. 14). The thrust maxima correspond to the azimuth of 82◦

and the multiples of them in 90◦ increment. Similarly, the thrust minima occur at the azimuth

of 34◦ and the multiples thereof with a step of 90◦.
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Figure 14. Distribution of rotor and blades thrust over one rotor revolution

Note that the deviation from the average thrust and torque values (and, consequently, their

coefficients, see Fig. 15a) does not exceed 4.2% and 2.1%, respectively. Additionally, the influence

of cyclic control leads to a significant reduction of the amplitude of fluctuations in the transverse

and lateral forces, as expected (see Fig. 15b, where cT is the thrust force coefficient, cH is the

horizontal force coefficient and cS is the side force coefficient).
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Figure 15. Distribution of rotor aerodynamic and force coefficients over one rotor revolution

Conclusion

This paper presents a way of numerically simulating the turbulent flow near a helicopter

hinged rotor, i.e., the rotor consisting of articulated rigid blades. As practice shows, accounting

for hinged-blade motions within its rotation is extremely needed for designing new helicopters

since it may strongly contribute to their aerodynamic and acoustic properties. At the same

time, from a computational point of view, taking these movements into account significantly

complicates the numerical simulation. The latter is built basing on an efficient coupling of

high-fidelity computational gas dynamics and mechanics of hinged blades, and requires special

computational techniques to implement it. In particular, robust economic solutions are needed

to provide the proper mobility of a hinge blade under the action of inertial forces, gravity and

external cyclic control. The resulting complete computational algorithm is one way or another

highly resource-intensive, so the use of high-performance supercomputers is in great demand for

solving such problems.

In the future, the authors intend to develop this method, to continue its verification and

validation, and to extend it to the case of interacting helicopter rotors both for co-axial and

spaced apart formulations.
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Methodology for studying effects associated with periodic unsteady impact of neighbouring

rows in turbomachines is presented. The two-stage procedure of an investigation is as follows:

simulation using an approach based on solving the Reynolds-averaged Navier–Stokes equations

(RANS) of an entire turbomachine at the first stage and scale-resolving simulation (SRS) of a par-

ticular row at the second. The methodology exploits the following methods and technologies, which

are implemented in the NOISEtte computational algorithm: the nonlinear harmonics method as

a RANS approach to obtain unsteady inflow parameters for SRS; the hybrid Improved Delayed

Detached Eddy Simulation approach for SRS of the row under detailed study. SRS considers us-

ing the dynamic synthetic turbulence generator in a form of volumetric source terms (VSTG) to

reproduce unsteady periodic turbulent perturbations. A dynamic version of the VSTG, the pa-

rameters of which depend on the flow upstream the source region, is formulated. Details of the

parallel heterogeneous implementation of the dynamic VSTG are discussed. To demonstrate the

applicability of the presented methodology, a simulation of non-stationary effects in a cascade of

T106 low-pressure turbine blades was performed.

Keywords: turbulent flows, non-linear harmonics method, scale-resolving simulation, hybrid

RANS-LES approach, IDDES, CPU+GPU, MPI+OpenMP+OpenCL, synthetic turbulence.

Introduction

Increasing performance of computing resources and development of high-fidelity numerical

models, methods, and algorithms for CFD (Computational Fluid Dynamics) promotes further

engagement of scale resolving simulations (SRS) for solving turbomachinery problems [21, 29]. In

terms of modeling approaches, either direct numerical simulation (DNS) or wall-resolved large-

eddy simulation (WRLES) are mainly used due to the complex physical phenomena and flow

specifics that significantly affect the turbine or compressor performance (e.g., integral ones such

as total pressure losses or efficiency). The most impactful are the following: inflow turbulence pa-

rameters, laminar-turbulence transition on the suction side of a blade, the influence of upstream

unsteady perturbations caused by wakes from the previous row. Simulations are usually carried

out for simplified configurations like a plane-parallel blades cascade. Unsteady RANS (URANS)

and hybrid RANS-LES methods are exploited for high Reynolds number flows over more in-

dustrial configurations, e.g., simulations of the bypass duct of a turbofan engine [23, 28]. Most

investigations of a plane-parallel blades cascade (e.g., see [8, 15, 22]) consider homogeneous

inflow conditions by maintaining a specified turbulence intensity level. One of the necessary

components accompanying scale-resolving simulation for such investigations is a technique for

creating unsteady turbulent pulsations. It allows to replicate adequate flow characteristics up-

stream a blade under consideration. The impact of unsteady flow features, namely, wakes coming

from the previous stage, is less frequently studied. For instance, the T106 low-pressure turbine

(LPT) blades cascade was investigated using SRS in [11, 18, 32]. The test case is based on the

corresponding experimental data [27]. The incoming wakes produced by the moving bars in the

experiment, were simulated either artificially in [18, 32] or directly [11]. In the latter, the flow

behind the moving bars was modeled with a sliding interface to transfer the induced pertur-

bations to the domain with the T106 blade. This methodology is practically not applicable to
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industrial configurations, because consideration of an upstream row in SRS increases the cost

of the computation by several times, which is prohibitive given the already significant cost for a

row. Thus, a feasible technique should engage a technology for creating artificial pulsations.

The most efficient and widespread solution to consider turbulent caracteristics of the incom-

ing flow is to inject artificially generated pulsations of velocity. Among this class of techniques

the synthetic turbulence generator (STG), presented in [25], is considered to be quite an im-

pactful comprehensive solution ready for practical applications. Its most advantageous feature

is a possibility to obtain adequate turbulent fields at a relatively small distance downstream

the source region (also called “relaxation distance”). For instance, the relaxation distance for

boundary layer turbulence usually varies between 3 and 5 of its thicknesses, which is relatively

small. This feature is essential for turbomachinery because blade rows are mounted close to each

other. STG was formulated initially for the form of inlet boundary conditions and adjusted to

replicate boundary layer and shear layer turbulence. In [24], a methodology of its injection as a

distributed volume source (Volume STG, VSTG) was proposed. The flow in the highly loaded

T106C turbine cascade with different turbulent inflow conditions was investigated [8] by authors

of the present paper earlier. The VSTG was used there to reproduce an intake with a turbulence

level of 3%.

We present a methodology for studying effects associated with periodic impact of wakes from

the preceding row in turbomachines using SRS based on the dynamic VSTG. An essential part

of it is the nonlinear harmonics (NLH) method, implemented [7, 10] in NOISEtte [2, 13], which

is used to obtain unsteady inflow parameters in a preliminary RANS computation. In contrast

to the mixing plane technology [5, 9], which assumes circumferential uniformity, NLH allows

modeling of unsteady effects that are related to the blade-passing frequency of adjacent rows.

Thus, the time-dependent RANS solution can be restored and set in the form of an unsteady

boundary condition at the rotor-stator interface upstream the row which is being investigated

using SRS. In turn, VSTG is adapted to the capabilities of dynamically varying turbulent

flow downstream of the source region. We use the T106 LPT cascade, which is investigated

in [11, 18, 32], to demonstrate performance of the technology.

The paper is organized as follows. Section 1 presents short overview of mathematical models

and numerical methods implemented in the NOISEtte algorithm that are used for simulations.

Section 2 presents an overview of the proposed methodology. Section 3 is dedicated to the

dynamic version of VSTG including its parallel implementation and testing on a turbulent mixing

layer flow, which is similar to a wake downstream a turbomachine blade. Section 4 presents

the simulation results of the flow over T106A low-pressure turbine blades to demonstrate the

performance of the technology. Conclusion summarizes the results of the work.

1. NOISEtte: Mathematical Models and Numerical Methods

The numerical algorithm realized in the NOISEtte [2, 13] research code is based on the

Navier–Stokes equations for a compressible perfect gas.

We use the latest version of the hybrid non-zonal RANS-LES method IDDES [14] as an SRS

approach. Despite the fact that the flow over the T106 blade is actually simulated in LES regime

(we use a mesh with proper resolution), the RANS branch is required in the region downstream

the inlet boundary and upstream the VSTG source to conduct unsteady RANS solution (see

Section 2 for details). We use the recent version of the IDDES based on the Menter k − ω SST

model [17] and ∆SLA [19, 26] dynamic subgrid scale.
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NOISEtte is a vertex-centered code on mixed-element unstructured meshes. It is based on the

edge-based reconstruction scheme EBR [3], which provides higher accuracy for approximation of

convective fluxes. The method of averaged element splittings (AES) [4] is used for discretization

of the diffusion terms.

The 2nd order numerical scheme based on the backward differentiation formula is used. The

BDF1 was applied for RANS simulations and BDF2 for SRS. To solve nonlinear algebraic sys-

tems, a simplified Newton method is used, and the linear systems are solved using the BiCGStab

solver [20] with Gauss–Seidel method-based parallel preconditioner [16].

The parallel implementation of NOISEtte is based on MPI, OpenMP and OpenCL frame-

works. The heterogeneous parallel algorithm and its implementation are described in detail

in [13]. All simulations were carried out on GPUs.

2. Overview of the Methodology

The methodology is as follows (see Fig. 1 for visualization). Let us consider that a multi-

stage turbomachine is being examined, and a particular row, either rotor or stator, is needed to

be thoroughly investigated using SRS (a rotating row in Fig. 1). Thus, the study is divided into

two sequential stages.

1. RANS+NLH simulation of an entire turbomachine (RANS+NLH stage).

2. SRS simulation of a separate row with unsteady boundary conditions and the dynamic

VSTG (SRS stage).

Figure 1. Sketch of the two-stage methodology

The main goal of the first stage is to obtain unsteady inflow characteristics, which repro-

duce flow dynamics of the adjacent upstream row, mainly, wakes past the corresponding blade.

The simulation using NLH assumes only one vane channel per row with periodic boundary con-

ditions in the circumferential direction. As result of the computation, those distributions can

be extracted at every rotor-stator interface (RSI): averaged flow distributions of fields; Fourier

coefficients from an adjacent row, the perturbations of which are approximated using the flow

decomposition. Passing through the RSI, the stationary fields with respect to one stage turn into

unsteady fields relative to the adjacent domain, which rotates at a different speed. The corre-
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sponding formulas are given in [7]. Here we provide the formulas for the simplified configuration

that we consider (see Section 4).

The second stage assumes scale-resolving simulation of the row under consideration (see SRS

region in Fig. 1). The VSTG is imposed downstream the inlet boundary and upstream the blade.

All the required data for it could be obtained from the solution using RANS+NLH. The target

solution for the sponge layer can be extracted too. It is needed to properly dump perturbations

downstream the blade till the outlet boundary. Besides the NLH for the first stage, another

important part of the methodology is the involvement of Detached Eddy Simulation (DES) for

the SRS stage. The reason is that, operating within the RANS regime, it allows to conduct

unsteady periodic pulsations from the inlet boundary downstream towards the VSTG region.

More specifically, the IDDES approach [14] is the most eligible because it switches to SRS near

walls in the presence of resolved turbulence, either WRLES or WMLES (Wall-Modelled LES),

depending on the mesh resolution.

Both RANS+NLH and SRS stages assume consideration of one vane channel per row. But,

in case of non-multiplicity of the number of blades in adjacent rows, which is a common practice

for turbomachines, performing the SRS stage seems complicated. As for the RANS+NLH stage,

harmonic amplitudes for a domain are treated using the generalized periodicity BC with phase

shift. There are two options to deal with the non-multiplicity problem. The first is to slightly

change, namely, rescale, the geometry of a turbomachine, so that the number of blades in the

rows became a multiple, that, for instance, was done in [31]. This should not significantly affect

the aerodynamics, but allows the proposed technique to be used for a detailed study of unsteady

effects, with only one vane channel being resolved by the corresponding computational mesh.

The second option is to implement a generalized periodicity BC with phase shift for SRS.

3. Unsteady VSTG

3.1. Formulation

The VSTG [24] involves adding pulsations as source terms for a node, defined by the radius-

vector r = (x, y, z), to the momentum and energy equations by the following form

F(r) = CVSTGρU0u
′(r)α(r), (1)

where CVSTG = 1.1 is empirical constant, ρ = ρ(r) is density, U0 is characteristic convective

velocity inside the source region, u′ = u′(r) is the vector of velocity fluctuations computed using

the STG [25], α(r) is a weight function constructed so that its integral value along the streamwise

direction (denote it by τττ sw) throughout the source region equals to 1. An example of the source

region is depicted as “VSTG” in Fig. 1. Also, the transport equation for the turbulence kinetic

energy k is extended by the source term too:

Fk(r) = −ρU0α(r)ωmax
(
νSRS
t − νSMG

t , 0
)
, (2)

where ω = ω(r) is the specific turbulence dissipation rate, νSRS
t = νSRS

t (r) is actual turbulence

viscosity, νSMG
t = νSMG

t (r) is Smagorinsky eddy viscosity.

According to the STG formulation [24, 25], time-dependent velocity pulsations are calculated

as

u′(r, t) = Aijv
′(r, t), v′(r, t) = 2

√
(3/2)

Nm∑

n=1

√
qn[σσσn cos(kndn · r′ + φn)], (3)
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where Nm is the number of modes. Vectors σσσn and dn, and scalars φn and kn (amplitude of the

wave number vector of mode n) are equal for every node inside the VSTG source region and do

not depend on both space and time (see [25] for details). A = Aij(r) is defined by the Reynolds

stresses R = Rij(r) so that R = AᵀA. qn = qn(r) is normalized mode amplitude defined by

local turbulence energy spectrum. It depends on the length-scale lt = k1/2/ω obtained from the

RANS solution, which could vary in time in case of the unsteady inflow. Also, time-dependent

flow upstream the VSTG leads to variation of R.

The sketch depicting a fragment of the VSTG zone on some mesh is shown in Fig. 2. The

following sets of parameters and are assumed to be defined at the initialization of a computation,

and do not change during simulation: they are extracted from the RANS solution obtained at

the stage prior the scale-resolving simulation (RANS+NLH stage).

• The nodes {iVSTG} inside the VSTG source region (marked with circles in Fig. 2).

• “Frontal” nodes {iVSTG
f } ⊂ {iVSTG} are the nodes located at the very edge of the upstream

VSTG zone (marked with a star). Each VSTG node is associated with a front node by

being within a streamwise-aligned band, the width of which is determined by the average

mesh resolution ∆VSTG in the source area. It is considered that all nodes which have the

same frontal node inject pulsation with the same turbulent characteristics (Rij and lt).

• Rij and lt, in turn, are extracted from the “reference” nodes {ireff } (marked with a square),

which are the closest nodes to the points obtained by shifting the corresponding frontals

on the vector lus = Lusτττ sw upstream (the length Lus is usually several ∆VSTG).

• τττ sw, τττ tr, and τττ sp are the are orthogonal unit vectors, in the along-streamwise, transverse

and spanwise directions, respectively. τττ sw is obtained from the solution in the reference

nodes, τττ sp corresponds to the periodicity direction (e.g., circumferential for a rotating

machine).

The set of spatial modes and their parameters within the VSTG source region is defined at

the initialization too. It depends on the minimum mesh step inside the source region and the

maximum turbulent length scale. These parameters do not change over time, so the instantaneous

RANS solution with NLH harmonics can be taken to extract them. The averaged solution is

not suitable because it does not contain wakes past the blades from the previous step: they are

reproduced by a set of NLH harmonics.

Figure 2. Fragment of a mesh with the VSTG zone
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We define the pseudo-position vector r′ in (3) for the node with radius-vector r as

r′ = {ξ′, η′, ζ ′}, ξ′ = 2π (r · τττ sw − U0t)

kn max{le(r)} , η′ = r · τττ tr, ζ ′ = r · τττ sp. (4)

max{le(r)} in (4) is a function of lt and the distance to the wall. The formulation (4) is similar

to the original formulation of r′ as shown in formula (5) of [25]. It is transformed into this form

when the τsw direction is aligned with the positive direction of the OX axis.

The following parameters are updated during the simulation (they are taken from reference

nodes {ireff }) when a non-stationary periodic flow upstream the source region is considered: Rij

and lt.

Note that Shorstov [23] slightly modified the formulation (4) to provide adequate velocity

scales inside the source region: spatially variable distribution of convective velocity was assumed

instead of a single velocity scale U0. This option was implemented, but was not used for the

simulations presented in this paper, because it did not affect the turbulence generated by the

VSTG.

3.2. Parallel Implementation

The dynamic VSTG was implemented in both CPU and GPU versions of the finite-volume

computational algorithm for unstructured meshes, implemented in the parallel heterogeneous

code NOISEtte [2, 13]. The kernels realizing all computationally intensive procedures are incor-

porated in the GPU version.

All data required for VSTG operation is initialized before time stepping. Note that reference

nodes, which contain values needed to calculate Rij and lt, could not belong to the same MPI

domain as a VSTG node, in which artificial pulsations are generated. Thus, updating of these

defining parameters requires global MPI synchronization of all parallel processes. However, it

takes a negligible amount of time because the number of the reference nodes is very small.

The number of VSTG nodes is orders of magnitude smaller (usually it is about several

percent) than the number of mesh nodes. But they are distributed among MPI processes in a

highly unequal way, which of course leads to load imbalance. Moreover, the computational load

for a single VSTG node is quite large due to the cycle on harmonics (see equation (3)), which

can number in hundreds. As practice has shown, calculations implementing the formulas (1)–(3)

take on average about several percent of the time spent on processing the entire step.

The implementation of the dynamic version of VSTG revealed a similar problem to the one

mentioned in [12]. Initially, updating VSTG node parameters, namely, Rij and lt, was imple-

mented entirely on the CPU. It led to the situation that this procedure occupied a significant

part of the step (tens of percent). The most computationally intensive procedure that slows down

the computation is the recalculation of normalized mode amplitudes {qn}Nm

n=1 for each VSTG

node: its load is comparable to the calculation of source terms according to the formulas (1)–(3).

The static VSTG requires this cycle to be run only once per computation during initialization,

which is done entirely on the CPU. Therefore the recalculation of normalized mode amplitudes

was ported to the GPU too. As a result, only operations related to MPI exchanges remained on

the CPU, and the costs of dynamic VSTG operations do not exceed a few percent of the total

time step. This value can be reduced if the VSTG node parameters are not updated at every

time iteration.
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3.3. Testing on a Mixing Layer

The LaRC Turbulence Modeling Resource (TMR) 2D Mixing Layer case [1] is used for

validation of the VSTG in the static mode. Schematics of the flow configuration and simulation

set-up is presented in Fig. 3. It is characterized by the following parameters: ambient pressure

P∞ = 101325 Pa, temperature T∞ = 293 K, the freestream velocities are U1 = 41.54 m/s and

U2 = 22.4 m/s, the Reynolds number based on U1 and L = 1 m is Re = 2.76 · 106. The results

are evaluated using the experimental data [6].

Figure 3. Mixing layer: schematics of the flow configuration and simulation set-up

The simulations were carried out in two stages. 2D SST RANS solution was obtained at

the first stage using a low-Reynolds mesh (wall-normal mesh step ∆+
y,1 < 1) taken from [1] The

computational domain (see RANS domain in Fig. 3) fits into a rectangle −0.6 ≤ x/L ≤ 1.2

and −0.15 ≤ y/L ≤ 0.15}, the trailing edge is located at (0, 0). The freestream velocities were

set at the inlet: the upper one is at x/L = −0.6, the lower one – at x/L = −0.3. Ambient

pressure was prescribed at the outlet. The walls of the plate were treated as adiabatic no-slip.

At the second stage, the DDES [14] simulation was carried out using the 3D mesh containing

7.61 M nodes (220 nodes in the spanwise direction, along OZ axis). The profiles obtained using

2D SST RANS were imposed at the inlet, which is located at x/L = 0.2 (see DDES domain

in Fig. 3). The outlet boundary was extended till x/L = 2. The streamwise mesh step starts

from ∆x/L = 10−3 till ∆x/L = 4 ·10−3 at x/L = 1.1, and coarsens towards the outlet boundary.

The transverse mesh step starts from ∆y/L = 1.5 · 10−4 till ∆y/L = 6 · 10−4 at x/L = 1.1

along the line y = 0, and coarsens towards the outlet boundaries. The spanwise mesh step is

∆z/L = 5 · 10−4. The VSTG was imposed inside the region 0.23 ≤ x/L ≤ 0.25, the reference

nodes are located lus/L = 0.01 upstream.

An instantaneous snapshot of the vorticity magnitude from the SRS simulation is shown

in Fig. 3 (see visualisation within the DDES domain). The flow in the mixing layer becomes

plausibly turbulent rather quickly: the length of the relaxation period does not exceed its several

thicknesses. Averaged streamwise velocity profiles and Reynolds stresses are presented in Fig. 4.

Note that the x/L = 0.35 profile corresponds to a location approximately 6δω0 downstream

the VSTG zone (δω0 is the vorticity thickness at x/L = 0.2). It can be seen that the SRS

distributions are close to both the experimantal data and the RANS solution. The shape of the

graphs is captured properly, while peak values are slightly overestimated at x/L = 0.65.
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Figure 4. Mixing layer: profiles of averaged streamwise velocity and Reynolds stresses

4. Unsteady Flow over the T106 LPT Cascade

4.1. Computational Setup

The test case corresponds to an experimental LPT linear rig [27] with the following geo-

metrical details: inlet flow angle 45.5◦, axial chord Cx = 0.86C (C is chord), pitch P = 0.799C.

The T106 LPT cascade was investigated in [11, 18, 32], there is reference data for both steady

(without turbulent income) and unsteady regimes. The following parameters define the flow over

the T106 cascade: isentropic exit Mach number Ma2nd = 0.4, Reynolds number based on C and

exit velocity uout (hereinafter also denoted as uref) is 9.8 · 104. The Reynolds number based on

the inlet velocity uin is 5.1 · 104. The blade aspect ratio is 1.76, thus the flow is considered to be

nearly two-dimensional at mid-span. Schematics of the flow configuration and simulation set-up

is visualized in Fig. 5. The inlet boundary is located at x/C = −0.35, the outlet – at x/C = 2.05.

The point (x, y) = (0, 0) corresponds to the leading edge of the blade.

The effect of an upstream blade row is simulated by a moving cylinder wake generator

(moving bars) with a cylinder diameter d = 0.02C. The bars located at Cx upstream the leading

edge of the T106 blade move with tangential velocity ubar = 0.41uin along the OY axis down-
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Figure 5. T106: schematics of the flow configuration and simulation set-up

ward y. It is considered that blades do not affect the flow over bars, so we simulate the flow

over bars separately. The computational domain for the bars (see Fig. 6 top) is aligned with the

coordinate system for the blade. It is two times smaller along OY due to the fact that there

are two cylinders per pitch P and ranges from −1.72C to 1.032C along the OX axis. RANS

computation was performed in the coordinate system associated with the moving cylinders.

Figure 6. Moving bars: schematics of the flow configuration and simulation set-up

(a fragment of the bars domain at the top and of the bars-VSTG domain at the bottom

The following boundary conditions were applied in simulations: specified total pressure Pt,

total temperature Tt, flow direction and turbulence characteristics (k and ω) at the inflow
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boundaries; static pressure p at the outlet; periodicity along y and z directions. To generate

data for providing the unsteady boundary conditions for the SRS computation, the RANS

solution of the bars configuration at cross section x/C = −0.35 was decomposed by Nh spatial

harmonics with base wave number 2π/P (first harmonic). It was done for Pt, Tt, k and ω, but

not for flow directions due to their negligible variation. The fundamental frequency of relative

periodic flicker (actually, the blade passing frequency) of these spatial perturbations from bars

is equal to Ωbar = 2πP/ubar. Having Fourier coefficients {Q̃aj + iQ̃bj}Nh

j=0 (i is the imaginary unit)

for the variable Q, its instantaneous value Q(y, t) (it depends on the spatial coordinate y and

time t) at the inlet boundary is calculated by the formula

Q(t, y) = Q+

Nh∑

j=1

[(
Q̃aj cos(sj) + Q̃bj sin(sj)

)
cos(τj) +

(
Q̃bj cos(sj)− Q̃aj sin(sj)

)
sin(τj)

]
, (5)

where s = 2πy/P and τ = Ωbart, Q = Q0 is the averaged value of Q. The formula (5) is an

adaptation for the simplified configuration under study of the generalized formula to transform

the spatial harmonics stationary with respect to the rotor into unsteady time harmonics with

respect to the stator (see [7]).

The results of unsteady effects on the T106 blades were obtained in the following order:

1. 2D SST RANS simulation of a cylinder (Bars2D mesh, see Tab. 1).

2. Extraction of profiles for SRS, their decomposition into Nh spatial harmonics.

3. 3D SST IDDES simulations with unsteady inflow BC (T106 mesh).

Also, several auxiliary scale-resolving computations were performed, as follows.

• A computation for the bars configuration (3D bars domain) was carried out to obtain

the Reynolds stresses in the wake downstream the cylinder (the Bars3D mesh was used,

see Tab. 1) that were used as a reference for evaluation of results.

• To evaluate the capability of reproducing turbulence in the cylinder wake with VSTG based

on the parameters given by the RANS solution, computations on two meshes, Wake3Dc

and Wake3Df, were performed in the domain, the input boundary of which was the same

as for the T106 (at x/C = −0.35). A fragment of the computational domain is shown

in Fig. 6 bottom (see bars-VSTG domain).

Parameters of the unstructured meshes used for computations are shown in Tab. 1. All

3D meshes were generated by extrusion of a 2D mesh (e.g., Bars3D is based on Bars2D) along

the OZ axis with a constant step (denoted as ∆z). 2D quad-dominant meshes are isotropic except

for the near-wall region, where a proper number of layers with anisotropic elements were inserted

to meet the ∆+
wn,1 < 1 condition. Isotropic resolution with the corresponding maximum mesh

step ∆xy
max was maintained in the area specified as “∆xy

max area” in Tab. 1. Also, the following

designations are used in Tab. 1: Nn and Nn,2D are the total numbers of nodes in the 3D and

2D meshes, respectively; Nz is the number of cells in the spanwise direction.

IDDES was used for all scale-resolving computations. The RANS regime of IDDES was

forced from the input boundary down to the VSTG region. Otherwise, the RANS solution was

damped fairly quickly by operating in LES mode. The VSTG zone −0.31 ≤ x/C ≤ −0.275 is

fixed for all computations where it was used, the reference nodes are located 0.03C upstream the

source area. Downstream the VSTG zone the IDDES operates in the LES regime, including the

near-wall regions. Distributions of mesh steps (in wall-law variables) along the T106 blade surface

from the unsteady simulation are presented in Fig. 7. It is evident from this that the mesh has

sufficient resolution for WRLES. The upwind EBR3 scheme was used for RANS simulations,
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Table 1. Parameters of meshes for T106 LPT related computations

Mesh Nn Nn,2D Nz ∆z/C ∆xy
max/C ∆xy

max area

Bars2D 0.282M – – – 1.5 · 10−3 −1.05 ≤ x/C ≤ 0.35

Bars3D 14.4M 0.282M 50 1.5 · 10−3 1.5 · 10−3 −1.05 ≤ x/C ≤ 0.35

Wake3Dc 3.68M 0.072M 50 1.5 · 10−3 3 · 10−3 0.35 ≤ x/C ≤ 0.35

Wake3Df 6.76M 0.133M 50 1.5 · 10−3 1.5 · 10−3 0.35 ≤ x/C ≤ 0.35

T106 18M 0.175M 100 1.5 · 10−3 3 · 10−3 0.35 ≤ x/C ≤ 1.5

while the lower-dissipation EBR4 scheme blended with EBR3 (with the coefficient 0.01) was

exploited for SRS. The global CourantFriedrichsLewy (CFL) condition, CFLmax = 40, was set

for all scale-resolving computations. The local CFL values did not exceed 1 in the disturbed

flow areas, which is needed to resolve well all relevant turbulent time scales. The time step

∆tuout/C slightly varied dynamically according to the global CFL condition, the average value

was 1.23 · 10−3. To accumulate the average flow statistics, we used averaging in time and in

space along the homogeneous direction. The transient period of the simulations started from

a preliminary 2D RANS solution is 8C/uout. After the transient period, the time integration

interval of data accumulation is 30C/uout, which is more than sufficient to obtain converged

flows parameters.
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Figure 7. T106: distributions of wall-tangent ∆+
τ and spanwise ∆+

z mesh steps

at the pressure (x/Cx < 0) and suction (x/Cx ≥ 0) sides of the blade

All scale-resolving simulations were performed on NVIDIA V100 GPUs (900 GB/s). One

timestep for simulation of the T106 blades cascade (unsteady regime) on 4 GPUs in the K60-

GPU cluster (1 node with 2 Intel Xeon Gold 6142 CPUs and 4 GPUs) takes approximately 0.9 s

of wall clock time. Consequently, it takes about 2 hours to simulate the period 10C/uout. Note

that all VSTG nodes (their number is about 1.5% of the total number of nodes) belong to the

first MPI domain (of four), so all source-related operations are performed by only one GPU (for

four). The number of STG modes is 167.

4.2. Results

The results of the computations preceding SRS of the T106 blades cascade are presented in

Figures 8 and 9: profiles of the Reynolds stresses are shown in Fig. 8, Pt and k distributions

are presented in Fig. 9 (here pref = ρrefu
2
ref , where ρref is the density at the outlet of the blades
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cascade). The latter contains approximations based on spatial Fourier decomposition depending

on the number of harmonics Nh too. The cross section x/C = −0.35 corresponds to the inlet

boundary for the T106 domain (and for the bars-VSTG domain too), x/C = −0.1 is a section

slightly upstream the leading edge of the blade. It is clearly seen that the Reynolds stresses

obtained using RANS differ from the SRS results, which we consider as a reference. The shape

of the graphs and peak values in Fig. 8 correlate well, whereas the main discrepancy lies in the

region outside the center of the wake: turbulence levels are much higher there. Underestimation

is related to limitations of the SST RANS model to predict flow characteristics past bluff bodies

such as a round cylinder: presence of coherent structures and their downstream evolution is not

considered correctly. However, shear layers characteristics downstream streamlined bodies (e.g.,

aerodynamic profiles or blades of rotating machines) are usually captured more accurately by

Boussinesq-type turbulence models. Comparing the results obtained on the meshes Wake3Dc

and Wake3Df, we conclude that the resolution of the Wake3Dc mesh is sufficient to provide

adequate turbulence generated by the VSTG, the parameters of which are set based on the

RANS solution. Note that the Wake3Dc mesh has the same resolution as the T106 one.
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Figure 8. Bar results: profiles of normal Reynolds stresses (rms values)

Evaluating the graphs in Fig. 9, it can be seen that actual distributions of fields are approx-

imated quite accurate by spatial harmonics starting from Nh = 5. After this value the difference

between restored functions lies in the region outside peaks. We applied Nh = 15 to set unsteady

BC for the T106 computation. Note that there are deviations of the approximated functions

with values less than zero for turbulence kinetic energy, that is not appropriate. We limited the

k values reconstructed through the sum of harmonics to zero from below to solve this problem.

Distributions of vorticity magnitude |Ω| at three consecutive time instants with a step

0.615C/uout are shown in Fig. 10. It can be seen that artificial pulsations within the VSTG

quickly transform into plausible resolved turbulence at a distance of about 2-3 thicknesses of
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Figure 9. Bar results: profiles of variables – actual and reconstructed

by the corresponding number of harmonics Nh

the source zone downstream. These wakes interfere with both pressure and suction sides of

the blade. The boundary layer at the suction side states predominantly laminar except for a

very small region located in close proximity to the trailing edge downstream the reattachment

after a bubble-type LT transition (it is almost indistinguishable from the visualizations shown

in Fig. 10). On the pressure side, near-wall turbulence appears after interference with the tails

of periodic wakes.

Figure 10. T106: distributions of vorticity magnitude at three consecutive time instants

with a step 0.615C/uout

The effect of unsteady periodic perturbations is clearly manifested in the distributions of

pressure Cp coefficient and friction Cf coefficient (for the suction side only) presented in Fig. 11.

First of all, we note good agreement with the experimental data for both regimes, with zero

turbulence level at the inlet (denoted as “SRS steady”) and with unsteady perturbations (“SRS

VSTG unsteady”). The presence of the so-called bubble laminar turbulent (LT) transition on

the suction side of the blade characterizes the first regime. There is also a small laminar bubble

near the leading edge (see the Cf distribution of SRS steady in Fig. 11 c). As for the unsteady

regime, the wakes interfere with the blade, causing the LT transition zone to move closer to

the trailing edge and the recirculation zone to become noticeably smaller. In this case, the

separation near the leading edge disappears completely. The LES simulation of the regime with

unsteady perturbations from [11] predicted the absence of a bubble near the trailing edge, i.e.,

the transition becomes a bypass rather than of a bubble type. As a consequence, their results are

in better agreement with the experiment in the region x/Cx > 0.6. But the flow over the bars

was reproduced more “realistic” in [11]: pulsations were not simulated artificially. Therefore,

we attribute the lower accuracy of our results to the limited accuracy of the RANS solution on
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Figure 11. T106 results: averaged distributions of pressure (Cp) and friction (Cf ) coefficients

the basis of which the pulsations are generated and, in general, to the difficulty in reproducing

turbulence with the presence of specific coherent structures using the generator we apply. This

is despite the computational meshes used, which are close in resolution (our mesh to the mesh

from [11]). However, in turbomachines, the blade wakes are closer to the mixing layers, for the

artificial reproduction of which the STG is better adapted.

Conclusion

The methodology for studying the effects associated with periodic unsteady impact from

the preceding row in turbomachines using scale-resolving simulation is presented. It considers

the two-stage procedure of an investigation: RANS simulation of an entire turbomachine at the

first stage; SRS of the row under consideration at the second. The methodology is based on

the following methods and technologies, which are implemented in the NOISEtte computational

algorithm.

• Nonlinear harmonics method which is used to obtain unsteady inflow parameters for SRS

in a preliminary RANS computation.

• Hybrid RANS-LES IDDES approach for scale-resolving simulation of the row under de-

tailed study.

• Dynamic VSTG to reproduce unsteady periodic turbulent perturbations within the SRS

stage.

The VSTG is adapted to the capabilities of dynamically varying turbulent flow downstream

of the source region. All computationally intensive calculations are conducted using the GPU

version of the NOISEtte code following its heterogeneous MPI+OpenMP+OpenCL paralleliza-

tion model. All possible operations of scale-resolving computations are efficiently performed on
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graphic accelerators. The primary issue is attributed to the fact that, due to the locality of

the source region and the substantial computational load associated with its operation, a load

imbalance arises in the context of MPI parallelism (only one GPU of multiple GPUs could be

loaded with VSTG-related operations).

The advantage of the methodology is that the most computationally intensive part, namely,

scale-resolving simulation, is carried out only for one domain representing a periodic sector of

a row, the characteristics which are studied in detail. At the same time, the use of NLH allows

to obtain plausible inflow conditions representing the unsteadiness of adjacent rows for realistic

turbomachines.

The simulation of unsteady effects at the T106 LPT cascade was performed to demonstrate

applicability of the methodology presented. The obtained results correlate well with the ex-

perimental data for both simulated regimes, with zero turbulence level at the inlet and with

unsteady perturbations. However, it was not possible to exactly reproduce the effect of the pe-

riodic wakes on the T10C blades cascade, likely due to the insufficiently accurate reproduction

of the flow downstream the cylinders using VSTG. It is therefore evident that the capabilities of

the proposed technique are constrained by the capabilities of the synthetic turbulence generator

that is utilised. In the context of realistic turbomachines, the blade wakes are in closer proximity

to the mixing layers. And the VSTG is better adjusted to the artificial reproduction of them.

Consequently, the proposed technology appears to be a potentially viable solution.

Subsequent research will address the potential for reducing the computational cost of op-

erations associated with VSTG. Also, there is a strong interest in the full application of the

developed technology, i.e., on a realistic turbomachinery problem (multi-stage turbomachine),

where the non-simplified NLH technology is employed at the RANS stage.
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The paper is devoted to the numerical study of wing noise for the prototype of supersonic

business jet in landing mode. Near the wing, the acoustics is simulated using the CFD/CAA

methods within the Delayed Detached Eddy Simulation approach. The Ffowcs Williams–Hawkings

method is used for calculation of noise radiation in the far field. To localize the near-field acoustic

sources, the advanced postprocessing including the numerical beamforming method is applied. The

numerical beamforming formulated for monopole- and dipole-type sources allowed for detecting the

main sources of the wing noise in the vicinity of leading and trailing edges. Analysis of the sound

pressure level calculated for signals recorded on the Ffowcs Williams–Hawkings surface during

the CFD simulations generally confirmed these results. Direct comparison of the noise spectra

calculated by the Ffowcs Williams–Hawkings and numerical beamforming methods is provided for

selected mid-field points. According to the presented noise radiation pattern, the far-field noise

generated by the considered wing in landing mode has dominating dipole-type component for

frequencies lower than 250 Hz and dominating monopole-type component for frequencies higher

than 1 kHz.

Keywords: supercomputer simulation, supersonic business jet, acoustic source, computational

fluid dynamics, computational aeroacoustics, numerical beamforming, monopole, dipole, turbulent

flow, unstructured mesh.

Introduction

The design of modern civil aircraft, even at the earliest stages, includes not only optimization

of aerodynamic characteristics, but also the reduction of total aircraft noisiness. The main

impetus to the noise reduction arises from the severe requirements of International Civil Aviation

Organization (ICAO) regarding the level of noise generated by civil aircraft near airports. These

requirements apply to all types of civil aircraft including supersonic business jets (SSBJ) which

are currently being developed in different countries.

Nowadays, numerical simulation is an important design tool widely used in the aerospace

industry. While numerical assessment of aerodynamic characteristics has already become a

standard component of the design process, numerical assessment of acoustic characteristics for

aerospace problems is still in the development and implementation phase due to its high com-

putational cost. Fortunately, the constantly increasing performance and availability of modern

supercomputer clusters make aeroacoustic simulations feasible for single high-priority evalua-

tions. In this paper, we present the results of aeroacoustic simulation for prototype of SSBJ

airframe in landing mode.

Numerical assessment of acoustic characteristics of an aircraft is primarily based on resource-

intensive CFD (Computational Fluid Dynamics) simulations of unsteady turbulent flow. Such

simulations, sometimes referred to as eddy-resolving or scale-resolving, require to resolve high-

energy turbulent eddies on computational grid and allow modeling the smaller-scale turbulence

from inertial range by subgrid models. Note that for reliable results of scale-resolving simulations

the characteristic mesh size in the region of unsteady turbulent flow should belong to inertial
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range of turbulence scales. For airframe noise simulations, there are two main approaches cur-

rently in use: the first is Detached Eddy Simulation (DES) [6, 7, 19, 25] based on hybridization

of Reynolds averaged Navier–Stokes (RANS) method and Large Eddy Simulation (LES), and

the second is the lattice Boltzmann method (LBM) [5, 8, 14, 15, 22]. In the present paper, we

follow the DES approach to simulate the noise of turbulent flow over the SSBJ wing.

During scale-resolving CFD/CAA (Computational Aeroacoustics) simulations a huge

amount of raw numerical data can be extracted from the obtained flow fields. However, to

get practically useful information about the target flow, accumulated data should be properly

processed by specialized methods and techniques. The great example of such postprocessing

methods is the Ffowcs Williams–Hawkings (FWH) method [9] that allows to calculate acoustics

at arbitrary far-field points by processing the near-field signals at special discretized surface.

Another example of postprocessing methods is conventional beamforming [26, 30]. This method

is widely used during wind-tunnel experiments and flight tests to localize and evaluate the noise

sources generated by considered geometry or aircraft by processing signals recorded with far-field

microphone arrays. In the recent papers [13, 16, 17, 21], we develop a novel method to localize

and evaluate the near-field acoustic sources using CFD data – the numerical beamforming based

on processing signals recorded with an arbitrarily large number of virtual near-field microphones

moving with the considered object. One of the important features of our approach is that the

formulation of the problem and the method of its solution do not require any a priori assump-

tions about whether the acoustic source is correlated or uncorrelated. In the present study, we

apply the numerical beamforming to detect the noise sources generated by the SSBJ wing in

landing mode. It is for the first time that this method is used to analyze acoustics of the full-scale

aircraft geometry.

We should note that the numerical beamforming method solves the inverse problem re-

garding the near-field acoustic signals extracted from CFD simulation. Hence, the numerical

beamforming has typical characteristics of inverse problems such as ill-posedness and solution

non-uniqueness.

The paper consists of three sections. The first section is devoted to the scale-resolving

simulations of turbulent flow near the prototype of SSBJ airframe in landing mode. This section

presents the obtained characteristics of acoustic pressure pulsations near the leading and trailing

edges of the SSBJ wing, at the far-field points and on the FWH surface. The second section

formulates the numerical beamforming method for monopole-, dipole-type sources and describes

the computational setup used to localize and evaluate the noise sources generated by the SSBJ

wing. In the third section the results of numerical beamforming for the SSBJ wing in landing

mode are discussed.

1. Scale-Resolving Simulations of Wing Noise

1.1. Problem Formulation

The full-scale airframe of SSBJ prototype [7] with 10◦ − 10◦ deflection of droop noses and

10◦ − 20◦ − 20◦ − 10◦ deflection of elevons on each side of the wing (Fig. 1) is placed inside

the uniform airflow with the velocity U∞ = 68 m/s, the pressure P∞ = 101325 Pa and the

temperature T∞ = 288.15 K at an angle of attack 10◦. The length of the considered geometry

is 45 m, the wingspan is 20 m. The corresponding Mach number is 0.2, the Reynolds number

based on the characteristic length L = 1 m is 4.6× 106.
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Figure 1. Airframe of SSBJ prototype with high-lift devices in landing configuration [7]

1.2. Computational Setup

To model noise of the SSBJ wing in near field, we perform scale-resolving simulations ac-

cording to the Delayed Detached Eddy Simulation (DDES) approach [19, 25] with the subgrid

scale ∆ = ∆̃ω [19] and the sigma subgrid-scale model [20] in the LES region and the Spalart–

Allmaras (SA) turbulence model [27] in the RANS region. To model the properties of air, we use

the calorically perfect gas with the ratio of specific heats γ = 1.4 and the specific gas constant

Rsp = 287.05 J/(kg K).

Due to the symmetry of the considered geometry and the problem parameters, we simu-

late the flow only for half of the airframe. This approach allows us to significantly reduce the

computational costs of simulations. However, it eliminates asymmetric features of the flow that

could potentially arise if the problem is solved in the entire region. All the acoustic data pre-

sented in the paper is calculated for half of the airframe as well. Because the acoustic sources

located on different sides of the airframe are spatially separated, we can consider them as un-

correlated. Hence, to obtain sound intensity for the full airframe in far field, one can increase

the corresponding intensity for half of the geometry by 3 dB.

The slip boundary conditions are set at the plane of symmetry y = 0, the free-stream

conditions are used at the outer boundaries. Zero velocity and zero heat flux are specified on the

streamlined geometry. To prevent the reflection of acoustic waves from the plane of symmetry

in DDES simulations, the sponge layer [10] based on the averaged RANS solution is set in the

region 0 m ≤ z ≤ 1.5 m.

The computational domain is defined by the parallelepiped 2000 m× 2000 m× 1000 m with

the exclusion of SSBJ airframe interior. The center of the boundary at the plane of symmetry

is located 31.5 m away from the SSBJ fore point along the x -axis.

We use the finite-volume vertex-centered EBR5 PL scheme [4] to approximate the convective

flux and the method of local element splittings [3] to approximate the diffusive flux. For time

integration, we apply the second-order implicit scheme based on the backward differentiation

formula (BDF2). To solve the system of nonlinear equations at each time step, we use two Newton

iterations. At each iteration, we solve the system of linear equations by the bi-conjugate gradient

stabilized (BiCGStab) method [29] with the symmetric Gauss–Seidel (SGS) preconditioner.
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Simulations are performed on two meshes denoted as Level A and Level B. Their general

structure is shown in Fig. 2, their parameters are summarized in Tab. 1, where hfuselage is the

length of mesh edges in tangential directions near the fuselage and the lower surface of the wing,

hvortices is the length of mesh edges in the region of stable vortex flow over the wing. Outside

the prismatic layers built near the streamlined geometry, the zone of increased mesh resolution

over the wing is filled with an isotropic unstructured tetrahedral mesh.

(a) Near-field view (Level A mesh) (b) Airframe surface (Level A mesh)

Figure 2. General mesh structure

Table 1. Mesh parameters

Mesh Nnodes Nelements Nsurf.nodes Nsurf.elements hfuselage hvortices

Level A 21 166 948 46 552 132 337 330 342 475 70 mm 35 mm

Level B 61 601 940 219 587 977 678 233 687 362 70 mm 17.5 mm

We decrease the weight of upwind component of the EBR5 PL scheme according to the

approach proposed in [12]. The minimum weight of upwind component in the zone of increased

mesh resolution over the wing is set to 0.15. We choose the values of time step that provide

relatively small regions of numerical instability. In terms of CFLvortices = ∆t×(c∞+U∞)/hvortices,

where ∆t is the time step and c∞ is the speed of sound at infinity, we use CFLvortices = 0.083 on

the Level A mesh and CFLvortices = 0.125 on the Level B mesh. When the flow is reached the

steady state and the instantaneous solution is proved to have only small regions of numerical

instability, we start to record the near-field acoustic data. The data recording is performed

for time interval 60 L/U∞ or 0.88 s. This interval size allows us to obtain smoothed spectra

(averaged for 30 time segments with 0.5 overlapping) at the near-field and far-field points with

the minimum resolved frequency 20 Hz.

All the DDES simulations presented in this paper are performed using the NOISEtte code [1]

written in C++ and suitable for computations in CPU, GPU (OpenCL) and heterogeneous

CPU+GPU modes with combined MPI+OpenMP parallelization. The parallel efficiency of the

NOISEtte code and its performance on various supercomputers are presented in [11]. The afore-

mentioned simulations are carried out using NVIDIA Tesla V100 GPUs on the Lomonosov-2
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supercomputer [28] installed at Lomonosov Moscow State University. For the DDES simulation

on the Level A mesh, 8 GPUs (4 compute nodes each equipped with 2 GPUs) are utilized for

21 hours to accumulate the required data on the time interval 60 L/U∞. For the DDES simula-

tion on the Level B mesh, 24 GPUs (12 compute nodes) are utilized for 24 hours to achieve the

steady flow state after starting from the instantaneous DDES solution obtained on the Level A

mesh and for 72 hours to accumulate the required data on the time interval 60 L/U∞.

1.3. Far-Field Noise Calculation

We use the second-order FWH method [2, 9, 23, 24] to calculate acoustic pressure pulsations

in the far field. The corresponding FWH surface used to accumulate the required acoustic data

during DDES simulations is located near the boundaries of the zone of increased mesh resolution

and contains five end caps (Fig. 3). Note that this surface has a slit on the fuselage side to prevent

intersection with the wing surface. The far-field points used to calculate noise radiation pattern

belong to the sphere of radius 150 m (Fig. 3).

Figure 3. FWH surface and far-field points used to calculate noise radiation pattern

We accumulate the required acoustic data on the two types of meshes formed mainly by

quadrilaterals. We use the label Coarse for isotropic meshes with edge length 2hvortices and the

label Fine for isotropic meshes with edge length hvortices. We record the data with the sampling

frequency (c∞ + U∞)/(2hvortices) on the Coarse FWH meshes and with the sampling frequency

(c∞ + U∞)/hvortices on the Fine FWH meshes.

The described methodology of far-field noise calculation has been tested for the SSBJ wing

by comparing acoustic spectra obtained by direct DDES simulations and calculations based on

the FWH method at some near-field points [7].

1.4. Numerical Results

In this section, we summarize the main results presented in [7] and supplement them with

the new postprocessing data. For detailed information about DDES performance and flow aero-

dynamics of the SSBJ airframe in landing mode, see [7].

Numerical Study of Noise Sources Generated by Wing of Supersonic Business Jet ...

116 Supercomputing Frontiers and Innovations



(a) DDES simulation on Level A mesh (b) DDES simulation on Level B mesh

Figure 4. Instantaneous flow fields obtained by DDES simulations

(time derivative of pressure and Q-criterion isosurfaces corresponding to the value 5000 1/s2

colored by vorticity magnitude). The red curve denotes location of the FWH surface

The instantaneous flow fields obtained by DDES simulations after reaching the steady state

are shown in Fig. 4. For visualization purposes, we duplicate and reflect the resulting flow fields

relatively to the plane of symmetry y = 0. We see that the turbulent vortical flow over the wing

is a source of acoustic pulsations. In the vicinity of the fuselage, the flow is almost stationary

and does not contain any significant acoustic sources. As expected, the mesh refinement allows

DDES method to reproduce smaller turbulent structures, which leads to the emergence of higher-

frequency harmonics in the simulated noise. Outside the zone of increased mesh resolution over

the wing acoustic pulsations rapidly dissipate due to increasing size of mesh edges.

During DDES simulations, we record pressure values with the sampling frequency

(c∞ + U∞)/(hvortices/4) at the points of the discretized curves located along the leading and

trailing edges of the SSBJ wing. These curves are placed approximately 4 cm below the wing

edge, the discretization step is approximately 10 cm. The corresponding power spectral density

(PSD) of acoustic pressure pulsations is shown in Fig. 5. The presented spectra are broadband,

and, at most points, the noise level decreases with increasing frequency. The similar features of
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SSBJ wing noise are obtained in [15, 22]. Near the leading edge, we see the two main PSD peaks:

the first is located near the point of sweep angle change at z = 3.3 m, the second is located at

z = 5.86 m in a small distance from the fuselage-side tip of the first droop nose (z = 5.53 m).

After comparing these results with the flow fields presented in Fig. 4, we can conclude that such

PSD peaks are connected with the loss of vortex stability near the wing edge. This observation

is confirmed by PSD plots for the trailing edge where the peak at z = 6.13 m is associated with

the vortex over the third elevon that originates at the elevon fuselage-side tip (z = 5.57 m),

the peaks at z = 1.9 m and z = 2.5 m are caused by the tip vortex and wing-root vortex over

the first elevon, the peak at z = 3.68 m is caused by the tip vortex over the second elevon, the

peak at z = 7.75 m is associated with the interaction of the stable vortex over the third elevon

with the tip of the forth elevon supplemented by tip vortex effects, and the peak at z = 9.7 m

is associated with the complex vortex flow in a vicinity of the slit between the forth elevon and

the wing.

(a) DDES simulation on Level A mesh (b) DDES simulation on Level B mesh

Figure 5. Power spectral density of acoustic pressure pulsations

near the leading and trailing edges

Sound pressure level (SPL) for selected one-third octave bands at the centers of FWH mesh

elements is shown in Fig. 6. The main intention of building such plots as well as the plots
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presented in Fig. 5 is to demonstrate the possible types of acoustic data that can be directly

extracted from DDES solution without involving more complex postprocessing methods such

as beamforming or dynamic mode decomposition (DMD). Because valid acoustic spectrum can

not be calculated for signal recorded at non-linear flow region, in Fig. 6 one should ignore the

presented data at the parts of the FWH surface through which non-linear structures pass. Such

parts are located at the side closest to the fuselage and near the end caps (see the corresponding

irregular 105–110 dB SPL peaks at 250 Hz band obtained in the DDES simulation on the Level B

mesh). The footprint of the acoustic sources near the point of sweep angle change is clearly visible

at 250 Hz and 500 Hz bands. The approximate position of the noise sources associated with the

vortex originating at the fuselage-side tip of the first droop nose can be seen at all demonstrated

frequency bands. The footprints of the acoustic sources associated with the stable vortices over

the elevons are localized along the trailing edge.

We should note that the noise level at FWH surface is highly dependent on its position

and shape. Since we construct the FWH surface according to the approximate shapes of the

stable vortices formed over the wing, this surface follows the shape of leading edge, but not the

shape of trailing edge (see Fig. 3). Hence, the results presented in Fig. 5 and Fig. 6 are in good

agreement for the leading edge, while for the trailing edge the results given in Fig. 5 are more

reliable and correct.

Noise radiation pattern for selected one-third octave bands at the far-field points (Fig. 3)

is demonstrated in Fig. 7. As expected, resulting radiation pattern depends on meshes used for

DDES simulation and FWH calculation. We see that the replacement of Coarse FWH mesh with

Fine FWH mesh leads to 2–3 dB SPL difference at 250–500 Hz bands for the data recorded on

the Level A mesh and to 1–1.5 dB SPL difference at 250–2000 Hz bands for the data recorded on

the Level B mesh. The SPL difference between the results obtained for the Level A and Level B

meshes using Fine FWH mesh is 2–3.5 dB at 250 Hz band and 1.5–4 dB at 500 Hz band. At

250 Hz band noise radiation pattern for all DDES and FWH meshes has the dominating dipole-

type component, which leads to local SPL maximums approximately at −100◦ and 80◦ and

to local SPL minimums approximately at −10◦ and 170◦. For the Level A mesh at 0.5–1 kHz

bands and for the Level B mesh at 1–2 kHz bands, the obtained radiation patterns have the

dominating monopole-type component, which provides SPL maximum between 100◦ and 160◦

and SPL minimum between −140◦ and −50◦. For the Level B mesh, the noise radiation pattern

at 500 Hz band probably has a mixed structure formed by both monopole-type and dipole-type

components.

2. Inverse Problem – Numerical Beamforming

2.1. Problem Setup and Geometry

The aim of numerical beamforming is to identify acoustic sources in a certain regions (on a

surface or on a line) using space-time data obtained by numerical simulation. For the considered

method, the acoustic pressure pulsations recorded at some points of the computational domain

are used as input data. Such points can be considered as virtual microphones, so we will refer to

them as microphones in this paper. Microphones can be placed on surfaces, lines or in any other

arbitrary way, in accordance with the selected source domain. The number of microphones can

be chosen arbitrarily. As microphone surface used to identify acoustic sources on the wing of the

SSBJ model, one can choose either the FWH surface (Fig. 3), or, in general, an arbitrary set of
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(a) DDES simulation on Level A mesh (Fine FWH mesh)

(b) DDES simulation on Level B mesh (Coarse FWH mesh)

Figure 6. Sound pressure level at FWH surface for one-third octave bands

with central frequencies 250 Hz, 500 Hz, 1 kHz and 2 kHz

points in the far field, at which the signal can be calculated using integral formulas according

to the Ffowcs Williams–Hawkings acoustic analogy [9].
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(a) One-third octave band 250 Hz (b) One-third octave band 500 Hz

(c) One-third octave band 1 kHz (d) One-third octave band 2 kHz

Figure 7. Noise radiation pattern (R = 150 m) for one-third octave bands

with central frequencies 250 Hz, 500 Hz, 1 kHz and 2 kHz

Figure 8. Example of a source grid for identifying an acoustic source on the SSBJ wing

The source domain is defined as a surface, in some sense approximating the wing of the SSBJ

model (Fig. 8). As in [21], we consider two microphone configurations: one consists of points

located on entire FWH surface (Fig. 9a) and another consists of points located on its lower part

only (Fig. 9b). Microphones of the latter configuration record acoustics radiated toward the

ground. This configuration is of practical interest and is sufficient for reliable reconstruction of

the monopole source function. Nevertheless, there are configurations or types of acoustic sources

which require the use of the entire FWH surface as microphone domain in order to ensure the

solution uniqueness (see [21]). Thus, the aim of numerical beamforming for the SSBJ wing is to
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localize and determine the intensity of the acoustic sources on the surface that approximates this

wing using the acoustic signals recorded by microphones located in the spatial configurations

described above.

(a) Entire FWH configuration (b) Lower FWH configuration

Figure 9. Configurations of the source and microphone surfaces for the SSBJ wing

2.2. Numerical Method

The problem of acoustic beamforming for identifying a source on a given surface S ⊂ R3

defined by the delta function δS is formulated as the inverse problem of finding the right-hand

side of the Helmholtz equation for the acoustic pressure P (x) in a medium moving with a

velocity U :

− 1

c2
(iω + U · ∇)2P + ∆P = −QδS − div (F δS) , (1)

where Q (x) ∈ C, x= {x1, x2, x3} ∈ S is the unknown intensity of a monopole-type source,

Fl (x) ∈ C, l = 1, 2, 3 is the unknown intensity of a dipole moment in the direction of the

Cartesian coordinate xl, F ≡ {F1, F2, F3}, ω is the circular frequency, c > U is the sound

speed. To solve this problem, the values of acoustic pressure P (x), x ∈ D, where D is some given

microphone surface, are used, which are called beamforming data and are accumulated within

the CFD/CAA simulation. A possible configuration of the source and microphone surfaces is

shown in Fig. 10.

Figure 10. Configuration of the source (S) and microphone (D) surfaces
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Monopole-type sources. The dependence of acoustic pressure in Eq. (1) on a monopole-

type source given by the function Q is calculated using the surface potential

P (x) =
∫
S Q (y) GM (x− y) dσ, x∈D,

where GM (x) = 1
4π

e−ik′∆te

x′ ,

x′=
√

(M · r)2 + β2|r|2, β2= 1 −|M|2, k′= ω
cβ2 ,

∆te = (− (M · r) + x′) .

or in operator form:

P=T Q.

The grids consisting of N and M nodes, respectively, are introduced on the surfaces of the

source and microphones to construct a numerical method for solving the beamforming problem,

M � N . The intensity function of a distributed monopole-type source is represented by its

values sn in the grid nodes in the form of a vector s= (s1, s2, ..., sN )ᵀ using the piecewise linear

basis functions {ψn (y)}Nn=1:

Q (y) =

N∑

n=1

snψn (y),

while the pressure P at the microphone points is written in the form of a vector

d= (d1, d2, ..., dM )ᵀ. Thus, the radiation from the source to the microphones is transferred ac-

cording to

d = Tas (2)

where Ta is a discrete approximation of the operator T , which is obtained according to the finite

element approach:

(Ta)mn =

∫

S
ψn (y)GM (xm − y) dσ, (3)

using Gauss formulas to calculate the integrals.

Given the beamforming data d̃ at the microphone grid points the condition of minimizing

the residual norm d̃ − d is set with the possible addition of Tikhonov regularization, γ≥0, to

find the source intensity vector s:

‖d̃− Tas‖22+γ‖s‖22→min
s
.

The solution to such a problem has the form:

s = (T ∗a Ta + γI)−1T ∗a d̃.

Analysis [16] shows that the numerical beamforming algorithm for monopole-type sources has

high accuracy and good stability without using regularization if the following conditions are

met:

M � N

distS = aSλ, 0.8 < aS < 1.5

distSD = aSDλ, 3 < aSD < 30,

(4)

where distS is the source function grid step, distSD is the distance between surfaces S and D,

λ = 2π/k′.
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Dipole-type sources. For discretization of the problem in case of a dipole-type source,

the same approach is used as for monopole-type sources. In this case, the radiation transfer

matrix Ta is formed from three component matrices T 1
a , T 2

a , T 3
a:

(T la )mn =

∫

S
ψn (y) G

(l)
M (xm − y) dσ, l = 1, 2, 3, (5)

with the fundamental solutions G
(l)
M (x) = ∂

∂xl
GM (x).

However, for dipole-type sources in the right-hand side of Eq. (1) the non-uniqueness of

beamforming problem solution arises due to the presence of the surface divergence operator Div

that vanishes any function of the form Curl(a), where Curl is the surface curl operator. In [17]

some restrictions on the dipole-type source are considered in order to address the non-uniqueness.

For example, in case of a priori information that some dipole component is zero, it is excluded.

Another useful restriction arises when the direction of the dipole moment, the unit vector e(y),

is known in advance at each grid node of the source,

e (yn) = {cos (θn) sin (ϕn) , cos (θn) cos (ϕn) , sin (θn) }, n = 1..N, (6)

(for example, e(y) is the normal to the surface). In this case the resulting dipole radiation

transfer matrix has the form:

T ea = T 1
a diag (cosθ. sinϕ) + T 2

a diag (cosθ. cosϕ) + T 3
a diag (sinθ) .

Here cosθ = (cos θ1, cos θ2, . . . , cos θN )ᵀ, sinθ = (sin θ1, sin θ2, . . . , sin θN )ᵀ,
cosϕ = (cosϕ1, cosϕ2, . . . , cosϕN )ᵀ, sinϕ = (sinϕ1, sinϕ2, . . . , sinϕN )ᵀ, and the lower

dot symbol denotes component-wise multiplication of vectors: a.b ≡ (anbn)Nn=1.

Note that from Eq. (1) follows the equivalence of considering the problems of finding both the

monopole-type source QδS and the tangential component Div (F ) δS of the dipole-type source.

Therefore, the question of the distribution of the found total intensity between these two types

of sources can be solved only using a priori information.

2.3. Parallel Algorithms

The main resource-intensive part of the numerical beamforming algorithm is the calculation

of the radiation transfer matrix. Even for relatively small number of nodes of source grid, which

is limited on a source surface with fixed area by the condition Eq. (4) and which cannot be

increased sufficiently to study the convergence of the method, it is necessary to calculate integral

convolutions of piecewise linear basis functions with fundamental solutions of the Helmholtz

equation for a moving medium (see Eq. (3), (5)). These integrals are calculated using Gauss

formulas in double-precision complex numbers.

In order to speed up the numerical beamforming algorithm, the code implements

MPI+OpenMP parallelization of the calculation of the radiation transfer matrix. Paralleliza-

tion is performed along the matrix rows, since the number of microphones greatly exceeds the

number of source grid nodes (each row corresponds to a single microphone, each column corre-

sponds to a single node of source grid). Each process or thread is processing its own block of

rows followed by data exchange in case of MPI parallelization. The dependence of speedup on

the number of threads for OpenMP mode is showed in Fig. 11.
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Figure 11. Dependence of speedup on the number of threads for OpenMP mode.

The green line shows the speedup when using hyper-threading (HT)

Matrix calculation is also implemented for GPU using OpenCL framework. In GPU version

of the algorithm, parallelization is implemented not only for rows, but also for columns. Hetero-

geneous computations show a significant speedup of the algorithm in comparison with the CPU

version. The achieved speedup is mainly helpful for mass beamforming when a large number of

frequency bands should be processed.

Even though we currently consider beamforming problems characterized by small dimensions

of the radiation transfer matrix, the potential profit of parallel computations is rather high,

especially for the industrial problems. In case of a fixed wavelength-matched grid step while

the area of the surface can be of any size, the method has no upper limit on the number of

microphones or source grid nodes.

2.4. Data Preprocessing

Beamforming based on CFD data processes pressure signals recorded at large number of

points located in the region of linear perturbations. The most convenient approach is to use

the points on the FWH surface. In many aeroacoustic simulations, the FWH surface is already

used to accumulate near-field data required to calculate far-field noise. Hence, it is rather simple

to add new variable, namely the pressure, in the list of variables to be recorded. On the other

hand, different spatial microphone configurations may be required to refine resolution of acoustic

sources obtained by beamforming (see [13]). Using the FWH method, one can easily calculate

signals at the points of required microphone grids. In the present paper, microphone grid is

located on the FWH surface only.

The signals extracted from CFD simulation usually contain spurious noise. To improve

stability of the results obtained by the numerical beamforming method, it is useful to perform

signal preprocessing with statistical averaging. Let us describe this algorithm in more detail. In

the time domain, the starting point of the signal is randomly selected, and each starting point

defines its own scenario. In this paper, we use 100 scenarios for signal preprocessing. For each

scenario the signal is cut out and divided into several parts of equal length. These parts are

averaged, the Fourier transformation is applied to the resulting signal, and the obtained data
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corresponding to selected frequency band are used as input for the beamforming algorithm.

This “stacking” approach allows to reduce the impact of spurious noise and leads to more stable

results of numerical beamforming for neighboring frequency bands.

3. Numerical Beamforming for SSBJ Wing in Landing Mode

First, we apply the numerical beamforming to identify acoustic monopole-type sources on

the wing of the SSBJ prototype using a microphone array located on the bottom of the FWH

surface. This configuration of microphone grid is also used in [21] and allows to obtain a stable

solution while capturing only the noise radiating towards the ground. Figure 12a presents the

intensity map for the distributed monopole-type source obtained by numerical beamforming

for the one-third octave band with central frequency fc = 500 Hz. For each isolated point of

distributed acoustic source, we calculate SPL at distance 1√
4π

m according to [18]. Despite the

high relative residual δ = 0.89, the obtained solution for the monopole-type source is consistent

with the results of the near-field analysis carried out in Section 1.4. As we see, the main noise

sources are located near the wing edges, and the most intense ones are detected at the trailing

edge.

(a) Monopole-type source (b) Dipole-type source oriented along normals

to the surface

Figure 12. Numerical beamforming for the SSBJ wing and the one-third octave band

with central frequency fc = 500 Hz

For dipole-type sources oriented along normals to the surface, the numerical beamforming

method demonstrates similar results (Fig. 12b). The microphone grid for detecting dipole-type

sources coincides with the the microphone grid used for the monopole-type sources. The norm

of relative residual is δ = 0.92.

To assess the accuracy and reliability of the numerical beamforming, we compare SPL for

the signals obtained at some mid-field points by the FWH method (the direct method) with

SPL for the signals obtained at these points by the linear transfer of acoustic radiation from

distributed sources reconstructed by the numerical beamforming (the inverse method). We use

the following four points: P1 = (6,−10, 8) , P2 = (7,−10, 8) , P 3 = (6,−10, 6) , P4 = (7,−14, 8)

(Fig. 13).
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Figure 13. Location of points used to compare spectra obtained by FWH method

and radiation transfer from the noise sources detected by numerical beamforming

To obtain the characteristics of pressure pulsations generated by detected acoustic sources,

we perform mass beamforming by scanning over 1/12-octave bands for the frequency range

100 Hz < f < 1000 Hz. For each 1/12-octave band, we use source grid of the required resolution

that meets the correctness conditions (Eq. (4)) depending on the wavelength of the signal, and

calculate the average source function. Then we compute signals at the points P1, P 2, P 3, P 4

using the obtained averaged source functions, according to Eq. (2). Finally, we calculate 1/12-

octave band SPL spectra and convert them to 1/3-octave band SPL spectra by averaging and

integration procedures.

In Fig. 14 and Fig. 15, the comparison of the SPL spectra for one-third octave bands at

points P1, P2, P3 and P4 obtained by the FWH method and by radiation transfer from the noise

sources detected by the numerical beamforming are presented. The green line corresponds to

the results obtained by beamforming, and the dark gray one corresponds to direct calculations

using the FWH method. The spectra obtained for the monopole-type source (Fig. 14) are in

better agreement with the corresponding spectra based on FWH calculations (particularly, for

point P4) than the spectra obtained for the dipole-type source oriented along normals to the

surface (Fig. 15). It is possible that the assumed source model in the form of the dipole, oriented

along normals to the wing surface, can describe the real source localized on the wing worse due to

the incorrectness of the assumption itself. We should note that the results for the monopole-type

source can be interpreted as results for a dipole-type source with moment oriented tangentially

to the surface (see Section 2.2). The dipole sources of this type are generated, for example, by

a turbulent boundary layer.

Since the FWH and numerical beamforming methods are based on significantly different

mathematical approaches, we do not expect the results obtained by these methods to coincide

with each other with high accuracy. Despite the fact that the initial data for both methods are

results of CFD computations accumulated on the same surface, when obtaining the values of

acoustic pressure at the control points, the FWH method starts directly from these data, while

numerical beamforming by its definition has its own model simplifications and assumptions. If

we accept the above remark, we can speak about a very satisfactory reproduction of the results

of the direct problem by beamforming.
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Figure 14. SPL spectra at mid-field points obtained by FWH and numerical beamforming

(BF) methods. Monopole-type source
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Figure 15. SPL spectra at mid-field points obtained by FWH and numerical beamforming

(BF) methods. Dipole-type source with moment oriented along normals to the surface
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Conclusions

This paper presents a numerical study of the noise sources generated by the wing of SSBJ

prototype in landing mode.

A distinctive feature of this study is a combination of two ways of predicting and analyzing

noise sources. The first is based on direct postprocessing of turbulent flow around the SSBJ

airframe obtained by resource-inventive scale-resolving CFD/CAA simulation. The second is

based on solving the inverse problem of noise source reconstruction using the acoustic data

accumulated during CFD/CAA simulation. For the second approach, we apply the numerical

beamforming method which assumes the near-field acoustics to be governed by the wave equation

with a distributed source term in the right-hand side. It is for the first time that the numerical

beamforming is used to analyze acoustic sources of the full-scale aircraft geometry.

An important detail of the study is the verification of the numerical beamforming by compar-

ison SPL spectra for signals at mid-field points obtained by the FWH method and by radiation of

acoustic perturbations from the noise sources detected by the numerical beamforming method.

According to the results of numerical beamforming and the SPL distributions obtained on

the FWH surface, the main acoustic sources generated by the SSBJ wing in landing mode are

located near the leading and tailing edges. PSD analysis of the acoustic pressure pulsations

recorded under these edges shows that the loss of vortex stability near the edges of the SSBJ

wing leads to the local increases in noise intensity. The analysis of the noise radiation pat-

terns calculated using the FWH method demonstrates that the far-field noise has dominating

dipole-type component for the one-third octave bands with central frequencies lower (see [7]) or

equal to 250 Hz and dominating monopole-type component for the one-third octave bands with

central frequencies equal to 1 kHz or higher. For the rest one-third octave bands, the noise ra-

diation pattern probably has a mixed structure formed by both monopole-type and dipole-type

components.
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