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Simulation of Seismic Processes with High-Order

Grid-Characteristic Methods

Vasily I. Golubev1 , Alexey V. Shevchenko1,2

c© The Authors 2024. This paper is published with open access at SuperFri.org

This paper considers simulation of the seismic wave propagation in geological media with

different rheological properties. The present work aims to construct a numerical scheme to model

porous fluid-saturated medium, for the description of which the Dorovsky model was selected. We

employed the grid-characteristic method, which includes choosing the appropriate operator split-

ting method for a 3D problem, deriving the transformation to the Riemann invariants analytically,

and explicitly setting boundary and contact conditions. We simulated two scenarios. Firstly, we

compared the wavefields generated by a point-source in the acoustic, linear elastic, and porous

fluid-saturated approximations, noting the similarities in the longitudinal wave and differences in

other wave types. Secondly, we simulated a part of the marine seismic survey process, including

a source in the water layer, governed by the acoustic equations, a water-saturated layer described

by the Dorovsky equations, and an explicit contact between these layers. To utilize the modern

HPC multi-core and multi-processor systems, the hybrid MPI-OpenMP parallel algorithms were

used.

Keywords: Dorovsky model, grid-characteristic method, contact conditions.

Introduction

The task of an accurate modelling of wave processes in deformable media is important in

multiple different applications, such as non-destructive testing of composite materials, medical

ultrasound imaging, seismic survey process, earthquake simulation, etc. If simple models prove

to be insufficient, more complex and accurate ones are employed. It should be noted, that

since analytical solutions are not available for most valuable mechanical problems, computer

simulations are required.

Let us concentrate on the seismic wave propagation problem. The simplest model is the linear

acoustic model [1, 10]. Despite its derivation for fluids, it has gained significant popularity, being

a reasonably good choice for simulating only longitudinal waves in geological media. However,

other types of waves (transverse waves, complex surface waves) often have to be taken into

account, thus requiring more sophisticated models like the isotropic linear elastic model [1].

In other cases, more sophisticated properties need to be considered, for example, anisotropy.

Another example of a medium with a complex internal structure is a porous fluid-saturated

medium. One of its distinctive physical properties is the existence of the second longitudinal

wave with a smaller velocity. Several mathematical models are used to describe it, the most

popular one being the Biot model [3]. However, other models like the Dorovsky model [4, 11]

are available as well. In our work we choose the Dorovsky model because it is governed by a

hyperbolic system of PDEs and it only has three elastic parameters that uniquely define (or are

defined by) the three velocities of wave propagation.

Since solving larger equations requires more computational resources, researchers attempt

to use simpler models of the medium whenever possible. One option to do that is to combine

several models in one simulation, which allows us to conduct highly accurate modelling and save
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significant resources at the same time. Usually, each model is set on a separate grid; therefore,

special contact conditions between those grids are required. These conditions have to be both

physically and mathematically correct to ensure convergence towards the correct solution. Gen-

erally, such conditions do not depend upon the chosen numerical method; some examples can

be found in the papers [6–8, 10].

Different numerical methods can be used to solve the governing equations. Most popular ones

are the finite-difference and finite-element methods, but others can be used, too. In this work

we use the grid-characteristic method, which is described in more details in the papers [5, 6, 8].

This paper has the following structure. Firstly, we describe the physical and mathematical

models used in this study. Then we present the developed numerical method, including handling

internal and boundary points and implementation of contact conditions. Finally, we show the

results of several computer simulations.

1. Mathematical Models

Different models can be used for describing the process of seismic wave propagation in

geological media. Here we only consider those which can take into account the wave fronts; they

are usually represented in the form of systems of partial differential equations with necessary

initial and boundary conditions.

1.1. Acoustic Equations

One of the basic models is the linear acoustic model. The equations are as follows [1, 10]:




ρ~vt = −∇p+ ~F ,

pt = −c2ρ ∇ · ~v.
(1)

Here, p = p(x, y, z, t) is the acoustic pressure, ~v = ~v(x, y, z, t) is the particle velocity (the

derivative of the local displacement vector with respect to time). Force vector ~F (x, y, z, t) denotes

the right-hand side, the applied external volumetric force. The known parameters (generally,

space-dependent) are density ρ [kg/m3] and wave speed c [m/s] (c =
√
K/ρ, where K is the

bulk modulus).

Zero initial conditions are used, since unknowns p and ~v are relative to the steady state.

One boundary condition is required; for instance, given pressure P (x, y, z, t)
∣∣
x,y,z∈∂E . Here the

computational domain is denoted as E and its boundary – as ∂E. Boundary condition P ≡ 0

sets the free surface, which is commonly used on top boundary.

Acoustic equations (1) accurately describe low-amplitude pressure waves (propagating with

the speed c) in fluids.

1.2. Equations of Linear Elasticity

The system of PDEs for the linear elastic model is presented below [1, 5]:




ρ~vt = (∇ ·T)ᵀ + ~F ,

Tt = λ(∇ · ~v)I + µ(∇⊗ ~v + (∇⊗ ~v)ᵀ).
(2)
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Here the unknowns are: the particle velocity ~v = ~v(x, y, z, t) (the derivative of the local displace-

ment vector with respect to time) and the symmetric stress tensor T , which has 6 independent

components Txx, Tyy, Tzz, Txz, Tyz, Txz. Force ~F = ~F (x, y, z, t) denotes the right-hand side.

Density ρ [kg/m3] and two Lame parameters λ, µ [Pa] are the known possibly space-dependent

medium parameters. In the equation (2) ⊗ stands for ~a⊗~b = Aij , Aij = ai · bj and ∇·~v = div~v.

Here we also use zero initial conditions. The following boundary condition is typically im-

posed: T · ~n = ~f(x, y, z, t), where ~n is a unit vector normal to the boundary ∂E.

Elastic equations (2) accurately describe body waves: longitudinal wave propagating with

the speed cp =
√

λ+2µ
ρ and shear wave propagating with the speed cs =

√
µ
ρ , surface waves:

Rayleigh wave, Love wave.

1.3. Dorovsky Model Equations

The following system of PDEs governs wave propagation in the Dorovsky model [4, 8, 11]:





~ut + 1
ρs

(∇ · h)ᵀ + 1
ρ0
∇p = ~F ,

~vt + 1
ρ0
∇p = ~F ,

ht + µ (∇⊗ ~u+ (∇⊗ ~u)ᵀ) +
[(
λ− ρs

ρ0
K
)

(∇ · ~u)− ρf
ρ0
K(∇ · ~v)

]
I = 0,

pt − (K − αρ0ρs)(∇ · ~u) + αρ0ρf (∇ · ~v) = 0.

(3)

In each infinitesimal medium volume there is a rigid skeleton and interconnected pores saturated

with a fluid (typically water or oil for geophysical applications). The unknown functions in this

system are: skeleton velocity (derivative of displacement with respect to time) ~u = ~u(x, y, z, t),

fluid velocity (derivative of displacement with respect to time) ~v = ~v(x, y, z, t), minus stress

tensor of the rigid skeleton h = h(x, y, z, t), pore fluid pressure p = p(x, y, z, t). Force ~F denotes

the right-hand side.

The medium is described by the following parameters: ρs = (1 − β)ρs0, ρf = βρf0,

ρ0 = ρs + ρf , where ρs0, ρf0 are real physical densities of the rigid skeleton and the saturating

fluid, respectively; β is the volumetric porosity of the medium defined by β = Vpores

Vtotal
.

The remaining medium parameters K, µ, α are the elastic parameters of the saturated

medium which are defined based on cp1, cp2, cs (explained below) and already given ρ0, ρs, ρf
by the following relations:

µ = ρsc
2
s, (4)

K =
ρ0ρs
2ρf

(
c2p1 + c2p2 −

8

3

ρf
ρ0
c2s −

√
(c2p1 − c2p2)2 −

64

9

ρfρs

ρ20
c4s

)
, (5)

α3 =
1

2ρ20

(
c2p1 + c2p2 −

8

3

ρs
ρ0
c2s +

√
(c2p1 − c2p2)2 −

64

9

ρfρs

ρ20
c4s

)
, (6)

α = ρ0α3 +K/ρ30. (7)

Known possibly space-dependent medium parameters cp1, cp2, cs are the wave velocities of

the first (fast) longitudinal wave, second (slow) longitudinal wave and shear wave, respectively.

So, the Dorovsky model describes three kinds of body waves: two longitudinal ones and a shear

wave. It also describes surface waves, like the linear elastic model.
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We use zero initial conditions and the following boundary condition:





p = P (x, y, z, t), x, y, z ∈ ∂E, t > 0,

h · ~n · ~n = H(x, y, z, t), x, y, z ∈ ∂E, t > 0,

h · ~n · ~τ = 0, x, y, z ∈ ∂E, t > 0.

(8)

Here ~n is a unit normal to the boundary, ~τ is a unit vector tangential to the boundary (two

linearly independent vectors in 3D case). Note that setting P ≡ 0, H ≡ 0 results in the free

surface boundary condition in the case of open pores.

2. Numerical Method

Systems of PDEs (1), (2), and (3) are first-order systems that can be easily written in the

matrix form

~qt +Ax~qx +Ay~qy +Az~qz = ~f, (9)

where vector ~q = ~q(x, y, z, t) contains all unknown functions, while known matrices Ax, Ay,

Az are defined by the combination of the appropriate material parameters. Initial conditions

~q (0) = ~0. Boundary conditions can be generally written as a linear relation [6, 8]

B · ~q(x, y, z, t) = ~b(x, y, z, t), x, y, z ∈ ∂E, t > 0, (10)

and will be discussed in more detail in subsection 2.3.

Below we describe construction of the numerical scheme for the above equations using the

grid-characteristic method (GCM).

2.1. Operator Splitting

First of all, we want to simplify this three-dimensional system (x, y, z ∈ R3) by consecutive

solutions of one-dimensional problems. This can be achieved by a coordinate splitting procedure.

For an operator splitting scheme with s stages we need to perform the following procedure (see [9]

for details in the 2D case):

for i in 1,...,s:

perform stepX(αxi · dt)
perform stepY(αyi · dt)
perform stepZ(αzi · dt)

Here, perform stepX means find ~q (n+1) for ~q satisfying the system ~qt + Ax~qx = ~0 and

t(n+1)− t(n) = αxi ·dt. For stepY and stepZ the similar formulae are applied with the appropriate

matrix (Ay or Az) and spatial derivative ( ∂∂y or ∂
∂z ) with the values from the previously done

step as the starting ~q (n).

Thus, an operator splitting scheme is defined by the coefficients αji , 1 ≤ i ≤ s, j ∈ {x, y, z}.
Several examples are given in Tables 1–3. Although the last scheme theoretically demonstrates

the highest approximation order, we chose the first scheme for our simulations in this work

due to its high efficiency (one stage, s = 1) and relatively good performance. Also note that

if a high-order scheme is used, one might need smaller dt since τ = αjidt should satisfy the

stability condition, and some |αji | > 1. For instance, with the Y7-4 scheme one needs to make

13/3 times more one-dimensional steps for each 3D time step, and the dt value must be decreased

approximately maxi,j |αji | ≈ 1.7 times, increasing the total number of time steps accordingly.

V.I. Golubev, A.V. Shevchenko
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Therefore, a simulation with the high-order Y7-4 scheme takes 7.4 times longer than the one

with the XYZ scheme on the same mesh.

The application of the right-hand side can be viewed as another operator in the splitting

procedure. However, since in the problems considered right-hand side is usually a point source

limited in time, we apply it only once per time step after the homogeneous equations have been

solved by the operator splitting technique with respect to spatial coordinates.

Table 1. Coefficients of the XYZ splitting scheme: s = 1, 1st order of approximation

i αXi αYi αZi
1 1 1 1

Table 2. Coefficients of the 3D Strang splitting scheme [2]: s = 3, 2nd order of approximation

i αXi αYi αZi
1 0 0 1/2

2 0 1/2 0

3 1 1/2 1/2

Table 3. Coefficients of the Y7-4 splitting scheme [2]: s = 7, 4th order of approximation,

φ1 = 1
2− 3
√
2
, φ2 = − 3

√
2

2− 3
√
2

i αXi αYi αZi
1 0 0 φ1/2

2 0 φ1/2 0

3 φ1 φ1/2 (φ1 + φ2)/2

4 0 φ2/2 0

5 φ2 φ2/2 (φ1 + φ2)/2

6 0 φ1/2 0

7 φ1 φ1/2 φ1/2

2.2. One-Dimensional Case

Consider a one-dimensional system of equations, resulting from the operator splitting pro-

cedure defined above:

~qt +Ax~qx = ~0. (11)

Since original systems of PDEs (1), (2), and (3) are hyperbolic, matrix Ax has a full set of

eigenvectors. It is correct for Ay and Az too. We combine all eigenvectors as columns of a matrix

and denote that matrix as Ω−1 – an inverse to a matrix Ω; we can do that since Ω−1 has full

rank. Then, if we put all eigenvalues corresponding to eigenvectors in Ω−1 into the diagonal of

a diagonal matrix Λ, the following relation will be valid: Ax = Ω−1ΛΩ. Let us multiply (11) by

the matrix Ω on the left:

Ω · ~qt + Ω · Ω−1ΛΩ · ~qx = ~0, (12)

(Ω~q)t + ΛΩ~qx = ~0. (13)

Simulation of Seismic Processes with High-Order Grid-Characteristic Methods
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Assuming matrix Ω to be constant and not depending on x, we obtain

(Ω~q)t + Λ (Ω~q)x = ~0. (14)

Introduce new unknown vector – the so called Riemann invariants ~ω = Ω~q, we obtain a system

of independents transport equations with respect to each component of ~ω:

~ωt + Λ~ωx = ~0. (15)

For each scalar equation wt + awx = 0, where w = ωi, a = λi, the characteristic property is

fulfilled: w(xm, t
(n+1)) = w(xm − aτ, t(n)), where τ = t(n+1) − t(n). Value w∗ = w(xm − aτ, tn)

can be obtained by using some interpolation procedure. Usually, a polynomial interpolation is

used; in this work we used a third-order interpolation polynomial built on a four-point stencil

in the internal points, resulting in a third-order scheme. This scheme closely resembles the

known Rusanov scheme. Note that for positive and for negative λi the stencil points used for

interpolation are different, which is important to preserve the stability properties of the scheme.

Treatment of points near the boundary is discussed in the next subsection.

Finally, when we have computed each ω
(n+1)
i with the appropriate λi, we can return to the

original unknowns using the formula ~q(n+1) = Ω−1~ω(n+1).

The stability condition is the standard Courant condition c · dt/h < 1, where c = maxi |λi|.
For an efficient implementation we have precomputed matrices Ω and Ω−1 analytically. Of

course, they depend upon medium properties – parameters of the corresponding PDE. During the

simulation at each time step matrix-vector multiplication Ω~q and Ω−1~ω is performed quickly and

the sparse nature of Ω and Ω−1 is taken into account. For larger matrices like the ones resulting

from the Dorovsky model (3) utilizing symbolic algebra software like Wolfram Mathematica [12]

or Python’s SymPy library proves to be beneficial.

2.3. Boundary Conditions

The scheme presented above cannot be implemented directly near the boundary because

several points in the stencil required for interpolation are located outside the computational

domain. In the framework of the grid-characteristic method we extend the computational grid

by two ghost points on each side, allowing us to perform the same computations everywhere.

Then, in order for the simulation to be accurate, i.e. for the setting of the appropriate boundary

conditions, we utilize the following scheme:

1. fill ghost points with values from the closest point on the boundary in order to minimize

reflections;

2. perform a special correction to set correct values on the boundary.

The first item approximates zero incoming values from outgoing characteristics – the ones that

are outside the computational domain. The second item performs a correction based on the

formula [5, 6, 8]:

~q (n+1) = ~q in + Ωout(B · Ωout)−1 · (~b−B~q in), (16)

where B and ~b are defined in (10), ~q in is ~q after step 1 (with values updated only from those

characteristics which stay inside the domain), Ωout is a rectangular matrix, columns of which

correspond to the outgoing characteristics. Ωout(B · Ωout)−1 are precomputed analytically.
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2.4. Contact Conditions

In many cases the wave propagates through several media with significantly varying prop-

erties. Using the most general and accurate mathematical model can be prohibitive for large

simulations: for example, for the Dorovsky model (3) we have to store 13 floating-point values

per point, which is 3.25 more than for the acoustic model (1), and there are also more operations

involved. Also, some numerical discretizations of complex PDEs do not allow setting some of the

parameters to zeros to treat special cases. Running one simulation on multiple grids, possibly

with different equations on each one, is a popular approach to deal with such issues. In this

subsection we present the technique to organize explicit contact between two grids.

Consider two grids representing two media, denoted by lower indices a and b (in this sub-

section this does not mean differentiation). We cover the computational domain in such a way

that the points in grid a which are located exactly on the interface coincide with the points

in grid b, which are also located exactly on the interface. Thus, for those physical points we

will have two grid nodes: ~qa in grid a, and ~qb in grid b. Note that ~qa and ~qb can have different

sizes and different components from different governing PDEs. In the general form we write the

contact condition as

C

[
~qa

~qb

]
= ~c, (17)

where C is a rectangular matrix R× (na + nb), n
a – number of components of ~qa, nb – number

of components of ~qb, R – total number of outgoing characteristics for both grids.

The boundary correction (16) can be written in the following form:

~u
(n+1)
i = Φi~u

in
i + ~fi, i ∈ {a, b}. (18)

Matrices Φi are known, vectors ~fi are unknown. Substituting (18) into (17), we obtain a

system of linear algebraic equations with respect to all components of ~fi, i ∈ {a, b}. The system

has a unique solution if the boundary corrector matrices Bi were chosen correctly (for outgoing

characteristics).

Thus, we get the following algorithm [5, 6, 8]:

1. run one step of the simulation on both grids for the internal points (and for boundary points

using ghost cells), obtain ~q ini for i ∈ {a, b};
2. solve the small algebraic system (17) with respect to [~fa ~fb]

ᵀ;

3. perform correction according to formula (16) for both grids, computing ~q
(n+1)
i , i ∈ {a, b}.

For the contact between an acoustic medium governed by equations (1) and a fluid-saturated

medium governed by the Dorovsky equations (3) the following contact conditions should be

implemented [7]:




(−||h|| · ~n, ~n) = −Pa,
(−||h|| · ~n, ~τ) = 0,

(1− β)(~u, ~n) + β(~v, ~n) = (~Va, ~n),
ρf
βρ0
· p = Pa.

(19)

Here Pa and ~Va denote pressure and velocity in the acoustic medium, respectively.

Simulation of Seismic Processes with High-Order Grid-Characteristic Methods
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2.5. Parallel Algorithms

This subsection discusses the implemented parallel algorithms for using modern high-

performance computing systems. For parallelization in a distributed memory system, MPI tech-

nology is used, in a shared memory system – OpenMP technology is used. The utilized grid-

characteristic method on structured grids belongs to the class of explicit numerical methods.

This allows using classical approaches to parallelization – the principle of geometric parallelism.

The computational domain (grid) is divided into parts (blocks) with overlaps, the width of the

overlaps is determined by the spatial scheme stencil. At each time step, data is exchanged in the

border nodes (in overlapping parts). OpenMP technology (pragma omp for) is used to accelerate

the basic scheme node loop. Thus, the computational algorithm successfully works at systems

with distributed memory, with shared memory and in hybrid systems.

3. Simulation Results

3.1. Homogeneous Space

Our first simulation models wave propagation from a point-source vertical force applied

at the centre of cubic computational domain with time dependence in the form of the Ricker

impulse with the peak frequency of 30 Hz. The model size was 800 m × 800 m × 800 m. It

was covered by a computational grid with step size of 2 m. Time step was 0.8 ms to satisfy

the Courant stability condition, 200 time steps were taken. In one simulation, we use the linear

elastic model with the parameters cp = 2000 m/s, cs = 1300 m/s, ρ = 1450 kg/m3. In the second

case, we used the Dorovsky model with similar parameters: cp1 = 2000 m/s, cp2 = 450 m/s,

cs = 1300 m/s, ρ0 = 1450 kg/m3, ρf = 100 kg/m3, β = 10%. Result of the simulation is

presented in the Fig. 1.

(a) Simulation with the elastic model, absolute

velocity |~v|
(b) Simulation with the porous Dorovsky model,

absolute skeleton velocity |~u|

Figure 1. Slices of the absolute velocity. Pressure wave and shear waves are clearly seen in

both simulations. The second pressure wave propagates with the low speed cp2 < cs only in the

Dorovsky model
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3.2. Bottom Sediments

We simulated wave propagation from a point source in a combination of a water layer,

described by the acoustic equations (1), and a deformable water-saturated layer of bottom sedi-

ments, modelled by the Dorovsky equations (3). The three-dimensional case was considered. We

used well-known water parameters: density ρ = 1000 kg/m3 and wave velocity c = 1500 m/s.

We used the following parameters for the Dorovsky model: porosity β = 10%, physical water

density ρf0 = 1000 kg/m3, physical skeleton density ρs0 = 1500 kg/m3, µ = 2.2815e9 Pa,

K = 2.642306867e9 Pa, α = 2507.905873 m5/(kg · s2), corresponding to wave velocities

cp1 = 2000 m/s, cp2 = 450 m/s, cs = 1300 m/s. The point source was set at the depth of

4 m with the Ricker impulse with the peak frequency of 30 Hz as the time dependence.

The computational domain with the size 700 m × 700 m × 300 m was covered with two

cubic grids with the step of 2 m: one for the water layer (250 m), one for the bottom sediments

(50 m). To satisfy the Courant stability condition the time step was set to 0.9 ms. Totally,

250 time steps were taken.

The simulation was carried out on a PC with an Intel(R) Core(TM) i7-10700 CPU 2.9 GHz

and 15 GiB RAM. For better utilization of multiple cores on a shared memory system, we used

1 MPI process with 8 OpenMP threads. This 3D simulation took approximately 1.5 minutes.

In Fig. 2 one can see the simulated region consisting of two computational grids in contact

with each other. Pressure values are shown in both grids. Longitudinal wave in the water layer

and two longitudinal waves in the sediments are clearly seen. The shear wave in the sediments

is not visible on the displayed image of pore pressure, but it can be seen in the plot of absolute

velocities.

Figure 2. Spatial distribution of the pressure p in the model

Conclusion

The grid-characteristic numerical scheme on rectangular grids for the seismic wave simula-

tion in a porous fluid-saturated medium governed by the Dorovsky model in the 3D case was

Simulation of Seismic Processes with High-Order Grid-Characteristic Methods
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constructed. The analytical derivation of matrices Ω and Ω−1 makes an efficient implementation

possible. The explicit contact conditions between an acoustic medium and a Dorovsky medium

have been derived and implemented. We have simulated a problem in a realistic setting of a

marine seismic survey process. The usage of the modern MPI and OpenMP technologies is the

key for the real-scale computer simulation. Future works involves implementing contact between

elastic and porous media and generalization to curvilinear grids in 3D, similar to the work [8]

in the 2D case.
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Numerical Modeling of Complex Geometry Thin Composite

Structures under Vibrational Testing
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This paper considers the inverse problem of material elastic properties identification from

vibrational testing data. The present work aims to describe the approach that uses different kinds

of optimizations to allow fast inverse problem solution using single modern multicore CPU or

GPU. This includes choosing the model that allows to minimize the computational cost still

reproducing the experimental results with good quality. The model for mid-surface symmetric

isotropic and composite plates that are moving in vibrational stand is provided. The inverse

problem is formulated in terms of the loss function minimization and the solution is computed with

stochastic global optimization algorithm and second-order local optimization algorithm, which uses

automatic differentiation of the forward problem solver to compute the derivatives. The paper

describes parallelization for CPU and GPU and also the approach to reduce RAM usage to fit

into single server RAM or single GPU VRAM. The numerical experiments presented in the paper

demonstrate the solutions for complex rheologies and geometries: laminated composite plates,

isotropic materials with frequency dependent elastic properties, perforated samples.

Keywords: inverse problem, vibrational testing, automatic differentiation, openmp, jax.

Introduction

This paper considers the inverse problem of material elastic properties identification from

vibrational testing data. Inverse problems are typically very computationally intensive. They

are commonly solved using large scale clusters to achieve high quality of the solution. However,

for the problem we consider, it is desirable to fit into simple hardware setup. If the problem can

be solved using a single computer, the solver can be taken close to vibrational testing stands

and integrated into engineering procedures. The present work aims to describe the approach

that uses different kinds of optimizations to allow fast inverse problem solution using modern

multicore CPU or GPU.

Composite materials are widely used in modern engineering projects, sometimes new mate-

rials are tailor-made for a certain problem. The experimental status of such materials may lead

to lack of reliable data on their elastic properties, that are crucial for engineering estimations

and numerical simulations. Moreover, even if the elastic properties of the material are considered

to be known, an exact specimen may have different kinds of flaws caused by issues during the

material production and further handling. The present work uses the data from the vibrational

testing of the specimen to identify its elastic properties. The results of this work will contribute

to the methods of nondestructive testing. The choice of the input data is based on the fact that

vibrational testing is a routine procedure in many areas. So, if the vibrational data is available,

it is desirable to get an additional information from this data. It is worth noting that the target

problem of this paper should not be confused with nondestructive health monitoring methods

based on known vibration signatures.
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Similar problems were considered by different groups of authors. The paper [9] presented

an approach that is very close to the one we used, but the authors simulated the response of

a beam specimen, and we consider plates. Completely different approaches exist also, the one

to mention is Dynamic Mechanical Analysis [2], but it requires small samples of the material of

certain shapes, and it is not an option for our use case.

The approach used in this work is based on the results presented earlier by several authors.

The work [24] used the experimental stand similar with the one refered to in the present work, the

authors measured a mechanical impedance of a triangular aluminum plate in an atmosphere and

in a vacuum chamber to study an energy dissipation processes. In [23] the different models for

damping in composite materials are overviewed. Several works showed that different materials

may have significantly different frequency dependencies of elastic properties [10, 15–17]. The

usage of frequency-dependent dynamic moduli in [21] provided better explanation of a dynamic

behaviour of a specimen made of two steel plates connected by a polymer layer. In [4] a framework

is suggested, which allows to introduce into the model the phenomena of viscous, thermoelastic

and viscoelastic damping and the damping due to sound radiation. The exact approach we use

was first introduced in [1], the present work extends it and adapts to more complex rheologies

and geometries.

The paper is structured as follows. Section 1 covers the choice of the model that allowed to

minimize the computational cost still reproducing the experimental results with good quality.

Section 2 describes the algorithmic approaches taken that allowed for effective parallelization

both on CPU and GPU. The algorithmic part also covers the approach to reduce RAM usage to

fit into single server RAM or single GPU VRAM. Section 3 presents the computational results

to demonstrate the quality of the solution for complex rheologies and geometries.

1. Mathematical Model

In present work we consider the boundary value problem for the equation of motion of thin

plate in the given experimental setup. One edge of the plate is clamped in the vibration stand,

which generates sinusoidal oscillations with adjustable frequency, another edge is free. Both edges

of the plate have the accelerometers installed on them, which allows for experimental acquisition

of frequency-response function of plate oscillations. The forward problem is formulated as follows:

obtain frequency response for the plate with known properties. Consequently, the inverse problem

is to compute the unknown elastic moduli of the material from experimentally obtained frequency

response and geometrical properties of the plate.

1.1. Forward Problem

The equations of motion for the plate was derived using the following assumptions:

• the plate is thin, so its height is much less than its length and width;

• the Kirchhoff-Love kinematic hypothesis is applicable: straight lines normal to the mid-

surface remain straight and normal to the mid-surface after deformation, the thickness of

the plate does not change during a deformation;

• the plate is symmetric with respect to the mid-surface and has the same height for every

in-plane point;

• if the plate consists of several laminae, each lamina has constant thickness.

Numerical Modeling of Complex Geometry Thin Composite Structures...
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The resulting equations of motion are [19]:

2eρẅ(x, y, t)− 2e3

3
ρ∆ẅ(x, y, t) +∇ · ∇ ·M(x, y, t) = 0, (x, y) ∈ Ω,

where w is the transverse movement of the plate, e = 1
2h is half of the plate thickness, Ω is a

non-empty connected open subset of R2, which represents mid-surface of a plate, ρ is the density

of the material, M is the tensor of moments:

(
Mxx Mxy

Mxy Myy

)
=

e∫

−e

(
σxx σxy

σxy σyy

)
z2 dz.

For a linear elastic material:



Mxx

Myy

Mxy


 =



D11 D12 D16

D12 D22 D26

D16 D26 D66







∂2

∂x2w
∂2

∂y2w
∂2

∂x∂yw


 = D




1 ν 0

ν 1 0

0 0 1−ν
2







∂2

∂x2w
∂2

∂y2w
∂2

∂x∂yw


 ,

where D = Eh3

12(1−ν2) is flexural rigidity, ν = ( E2G − 1) is Poisson’s ratio, E is Young’s modulus,

G is shear modulus.

In case of laminated plates the classical laminate theory (CLT) [8, 19] is used to deter-

mine Dij components. In present work, orthotropic laminae are considered. Consider the k-th

orthotropic lamina with axes (x1, y1)k which are associated with the transverse and normal di-

rections to the reinforcing fibers. These axes are rotated by angle ϕk counterclockwise about the

plate axes (x, y). In (x1, y1)k axes Hooke’s law is formulated as:



σ1

σ2

σ6



k

=



Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66



k



ε1

ε2

ε6



k

, (1)

where Qij are components of tensor Qk which depend on engineering constants E1, E2, G12, ν12:

ν21 =
E2ν12

E1
, Q11 =

E1

1− ν12ν21
, Q22 =

E2

1− ν12ν21
, Q12 = ν12Q22,

Q66 = G12, Q16 = Q26 = 0.

The equation (1) in (x, y) axes:



σxx

σyy

σxy



k

=



Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66



k



εxx

εyy

γxy



k

. (2)

Here Qk = T(ϕk) ·Qk ·Tᵀ(ϕk), rotational tensor T in (x, y) axes:

T(ϕk) =




cos2 ϕk sin2 ϕk −2 sinϕk cosϕk
sin2 ϕk cos2 ϕk 2 sinϕk cosϕk

sinϕk cosϕk − sinϕk cosϕk cos2 ϕk − sin2 ϕk


 .

S.A. Lavrenkov, I.E. Smirnov, D.A. Kravchenko, et al.

2024, Vol. 11, No. 4 17



The Dij components for the laminate with N laminae are then calculated as

D =



D11 D12 D16

D12 D22 D26

D16 D26 D66


 =

N∑

k=1

zk∫

zk−1



Q11 Q12 Q16

Q12 Q22 Q26

Q16 Q26 Q66



k

z2dz. (3)

In the equation above, z corresponds to a coordinate along axis, which is normal to the

mid-surface. Also, the following rule is applied: z0 = −e, zN = e, zk − zk−1 = hk – thickness

of k-th lamina. Each lamina is orthotropic and has constant thickness across the plate so the

general formula is:

Dij =
1

3

N∑

k=1

(
Qij
)
k

(z3
k − z3

k−1).

Considering the oscillations as harmonic w = u(x, y, ω)eiωt and introducing the damping

via complex dynamic moduli [12] with loss factor β such as Dij = Dij(1 + iβ), we arrive at the

equation of motion in frequency domain (4) with boundary conditions (5) on the clamped end,

which oscillates with amplitude g0, and (6) on the free end [20].

− 2eρω2

(
u− e2

3
∆u

)
+∇ · ∇ · (D · ∇ ⊗∇u)) = 0, (4)




u = g0

∇u · n = 0
(x, y) ∈ Γc, (5)




−2

3e
3ρω2∇u · n +∇ ·M · n +∇(M · n · τ ) · τ = 0

M · n · τ = 0
(x, y) ∈ Γf . (6)

1.2. Inverse Problem

Let θ be the vector of unknown model parameters (for an isotropic material θ = (E,G, β)ᵀ,

for an orthotropic one θ = (E1, E2, G12, ν12, β)ᵀ, and
{

(ωk, u
exp
k )

}N
k=1

– discrete frequency re-

sponse acquired in the experiment. Then, solving the inverse problem is equal to finding the

minimum of a loss function (7)

L(θs) = min
θ∈Θ

L(θ) = min
θ∈Θ


 1

Nexp

Nexp∑

m=1

(log(|u(ωm, θ)|)− log(|uexp(ωm)|))


 , (7)

where u(θ, ωk) is a solution of a forward problem with parameters θ and frequency ωk, Θ is the

admissible set of parameters, θs is a solution vector.

2. Numerical Method and Algorithms

2.1. Forward Problem

The system of equations (4)–(6) is solved numerically using FEM with Morley elements [13].

The matrices obtained after spatial discretization are not dependent on frequency ω and ten-

sor D. This makes the following optimization possible: matrices are calculated once and stored

in memory, so the global matrix of linear system is obtained via linear combination with coeffi-
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cients, which depend on ω and values in tensor D. So, forward problems for different vectors of

unknowns θ can be solved independently using parallel computations.

The algorithm described above was implemented in Python using FreeFem++ [7] for FEM

matrices operations and jax [3] for automatic differentiation of forward problem solver and

JIT compilation for CPU and GPU targets. In present, work two implementations were used.

The first one is GPU-accelerated solver which is based on dense matrix operations provided by

jax. The second solver uses CPU to operate on sparse matrices. After FEM discretization the

sparsity pattern of the resulting linear system is determined so all constant matrices are stored

as 1D arrays. This solver uses UMFPACK [6] to solve the resulting sparse linear system and

OpenMP [5] to implement parallel computations for linear systems with different frequencies ω.

The computation of forward problem with CPU solver takes around 1.5 seconds on a single

core of Intel i7-11370H CPU for a rectangular isotropic plate with reasonably dense spatial

mesh and 1000 frequencies. The computation requires around 1.5 GB RAM. The efficiency of

the parallel version is about 70%. This allows to achieve forward problem computation time less

than 0.5 seconds when using single multi core CPU. These results allow to solve the inverse

problem on a single machine as well.

2.2. Inverse Problem

The minimization of loss function (7) is implemented with global and local optimization

algorithms. Global optimization uses differential evolution algorithm [22] to find the approximate

minimum when the bounds on each parameter are given. Then, local optimization based on

trust-region method [14] is used to improve the solution from global optimization. The local

optimization uses gradients and Hessian matrices calculated via automatic differentiation. Also,

the data compression algorithm [11] is used to decrease the amount of points in discrete frequency

range which results in lower RAM consumption.

3. Results

3.1. Composite Laminates

Three numerical experiments were conducted using the algorithm for laminates described

above. Plates with lamina from carbon-fiber reinforced polymers (CFRP) were chosen, the ref-

erence parameters were taken from [18]. The modeling covered the plate under investigation and

also the accelerometer with mass 1.7 g and radius 3.8 mm. The results of numerical simulation

may provide a valuable insight on how the experimental procedure could be improved.

3.1.1. Laminate with plies of woven fabric

In this case, the material has reinforcing fibers in two orthogonal directions with plain

weave. This symmetry allows for the following simplification: two engineering constants are

equal E1 = E2 and the number of unknown elastic moduli is reduced by one. The parameters

of the plate are listed in Tab. 1.

Using these parameters the forward problem was solved in frequency range from 0 to 2500 Hz.

The result of this calculation was considered to be the reference data. Then, the parameters of

the specimen were considered unknown, and the inverse problem was solved in respect to the

reference data. The results are presented in Fig. 1 and in Tab. 2. These results show that the
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inverse problem can be solved with high accuracy for such parameter configuration even for

really large bounds for global optimization.

Table 1. Woven fabric sample parameters

Parameter Value

Dimensions, [mm] 100× 20× 1.5

Ply orientation, [degrees] (0, 30, 0)

Density ρ, [kg · m−3] 1400

E1, E2, [GPa] 61.0

G12, [GPa] 4.9

ν12, [1] 0.04

Loss modulus β, [1] 0.02

0 500 1000 1500 2000 2500
,  Hz

10 2

10 1

100

101

102

|u
|

Reference
Optimization result

Figure 1. Woven fabric sample: frequency responses for reference parameter values and values

from the inverse problem solution

Table 2. Results for plate with woven plies

Parameter E1, GPa G12, GPa ν12

Reference value 61.0 4.9 0.04

Parameter bounds for global optimization 3–130 1–40 0.01–1.0

Optimization result 60.99 4.899 0.0404

Relative error, % −2.2 · 10−4 −0.014 0.9

3.1.2. Thin anisotropic plate

In this experiment, the material consists of thin unidirectional plies with the parameters

presented in Tab. 3. The forward problem was solved in frequency range from 0 to 2700 Hz. The

inverse problem was solved for two different frequency ranges: 0–1700 Hz and 0–2700 Hz. The

Numerical Modeling of Complex Geometry Thin Composite Structures...
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results are presented in Fig. 2 and in Tab. 4. The results show that the quality of solution may

benefit from narrowing the frequency range in case when there are many peaks present in AFC.

Table 3. Thin sample parameters

Parameter Value

Dimensions, [mm] 100× 20× 0.45

Ply orientation, [degrees] (0, 35, 0)

Density ρ, [kg · m−3] 1100

E1, [GPa] 67.4

E2, [GPa] 17.7

G12, [GPa] 11.34

ν12, [1] 0.47

Loss modulus β, [1] 0.02

0 500 1000 1500 2000 2500
,  Hz

10 2

10 1

100

101

|u
|

Reference
Optimization result

0 250 500 750 1000 1250 1500
,  Hz

10 1

100

101

102
|u

|
Reference
Optimization result

Figure 2. Thin plate: results for wide (left) and narrow (right) frequency ranges

Table 4. Results for thin plate with unidirectional plies in wide/narrow frequency range

Parameter E1, GPa E2, GPa G12, GPa ν12

Reference value 67.4 17.7 11.3 0.47

Parameter bounds for global optimization 30–200 1–50 1–50 0.01–2.0

Optimization result 72.2/68.6 17.8/18.1 11.4/11.3 0.45/0.471

Relative error, % 7.2/1.8 0.7/2.4 0.3/0.007 −3.5/0.2

3.1.3. Thick anisotropic plate

In this experiment, the laminate consists of 11 unidirectional plies with the parameters

presented in Tab. 5. The forward problem was solved in frequency range from 0 to 2500 Hz.

The results are presented in Fig. 3 and in Tab. 6. The relative error of inverse problem solution

is higher in comparison to thin plate case, which means that accuracy may decrease for plates

with many laminae.
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Table 5. Parameters for thick plate

Parameter Value

Dimensions, [mm] 100× 20× 1.4

Ply orientation, [degrees] (0, 35, 45, 90, 45, 0, 45, 90, 45, 35, 0)

Density ρ, [kg · m−3] 1400

E1, [GPa] 62

E2, [GPa] 45

G12, [GPa] 21

ν12, [1] 0.42

Loss modulus β, [1] 0.02

0 500 1000 1500 2000 2500
,  Hz

10 2

10 1

100

101

102

|u
|

Reference
Optimization result

Figure 3. Thick plate: inverse problem solution and reference AFC

Table 6. Results for thick plate

Parameter E1, GPa E2, GPa G12, GPa ν12

Reference value 62.0 45.0 21.0 0.42

Bounds for optimization 3–150 10–70 1–50 0.01–2.0

Optimization result 63.33 47.55 21.3 0.352

Relative error, % 2.2 5.7 1.4 −16.2

3.2. Isotropic Samples

Several numerical experiments were performed for isotropic metallic samples, since real

experimental data was available for such specimens. These experiments aim to demonstrate

that the presented approach can work for real life samples taking into account relatively complex

geometry and rheology.

3.2.1. Frequency dependence

As it was mentioned in Introduction, there are evidences that different materials possess

significantly different frequency dependence of elastic moduli. There is no common theory in

this area that covers all the materials and frequency ranges. Different authors typically use

empirical formulae derived from experimental data. The present work used two most common

approaches. The first one is linear increase or decrease of moduli as given by (8). The results
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that can be achieved with this approximation are presented in Fig. 4. The change of moduli on

2000 Hz were 30 % of the initial values.

E = E0 (1± αω) , (8)

ν = ν0 (1± βω) .

0 250 500 750 1000 1250 1500 1750 2000
,  Hz

10 1

100

101

102

|u
|

Constant moduli
Linear decrease
Linear increase

Figure 4. Synthetic calculations with frequency dependent elastic moduli

The second commonly used approximation is expressed as (9). When using the second

approximation, {αE , βE , αν , βν} become additional sought coefficients of inverse problem. This

makes the inverse problem harder but allows to capture more complex material behaviour.

E = E0

(
1 + αEe

βEω
)
, (9)

ν = ν0

(
1 + ανe

βνω
)
.

To test this approximation, the inverse problem was solved twice using the real experimental

data for a steel plate. The first solution was obtained without taking frequency dependence

into account. The second solution was calculated using the approximation (9). The frequency

response results are presented in Fig. 5. The final parameters for the solution without frequency

dependence are: {E = 192.47 GPa, ν = 0.23, β = 0.0091}. The results for the solution with

frequency dependence are presented in Tab. 7. One can see that the frequency dependence for

the specimen under testing can be considered neglectable in the frequency range used in the

experiment. However, this experiment demonstrated that the solution of the inverse problem

remains stable when we introduce frequency dependence of moduli.

Table 7. Results for frequency dependent elastic moduli

Parameter αE βE αν βν E0 ν0 β

Value −2.57 · 10−4 6.5 · 10−4 −4.0 · 10−4 10−3 192.47 0.23 0.0091

3.2.2. Perforated plates

Another numerical experiment performed was about testing the possibility to represent

highly perforated specimens using effective parameters. The motivation behind this experiment

is the fact that calculations of perforated plates with real geometry require a large amount
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Figure 5. Inverse problem solution with frequency dependence of elastic moduli

of time and memory to represent the holes in details. An example of such perforated plate

with generated mesh on it is displayed in Fig. 6. A possible way to solve this problem is to

determine effective parameters of solid plate that has the same frequency response function as

the perforated one.

Figure 6. An example of perforated plate with mesh on it

During this experiment, the plate was taken perforated by one central line of holes along

length, total linear size of holes was kept constant but their radius was varied. An effective density

of a solid plate was calculated as ρ = ρ0

(
1− πr2N/xy

)
, where ρ0 is real material density, r –

radius of each hole, N – number of holes, xy – square of plate. An inverse problem was solved

for each value of radius to determine effective elastic moduli. The results are presented in Fig. 7,

the values are presented relative to the moduli on the solid plate without perforation.

This approach was tested for the inverse problem solution. The results are presented in Fig. 8.

Red line represents real experimental vibrational data for 2 mm thick aluminum plate with

19 holes of 1.5 mm radius. Green line is the result of solving the direct problem for a solid plate

with an effective density and elastic moduli calculated from the dependence presented in Fig. 7.

Blue line is the result of solving the inverse problem for a solid plate using these effective density

and elastic moduli as an initial guess.

One can see that the effective parameters estimated from these simple relations do not

deliver good quality solution. It is an expected result since the relations in Fig. 7 were derived
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Figure 7. Effective elastic moduli of perforated plate with respect to holes radius: Young’s

module (left) and Poisson coefficient (right)
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Figure 8. Using perforated plate effective parameters for inverse problem solution

from a sample of certain geometry and rheology, one can not expect that all the specimens from

other materials will behave exactly the same. However, these effective parameters can be used

as a good initial approximation that reduces the time to final solution.

Conclusion

The present work considers the inverse problem of material elastic properties identification

from vibrational testing data. The major focus of the paper is to describe the approach that uses

different kinds of optimizations to allow fast inverse problem solution. The methods presented

allow to achieve forward problem computation time less than 0.5 seconds using single modern

multicore CPU or GPU. This fact makes it possible to solve the inverse problem on a single

machine as well. The numerical experiments presented in the paper demonstrate the applicability

of the approach for complex rheologies and geometries: multilayered laminated composite plates,

isotropic materials with frequency dependent elastic properties, perforated samples.
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Several directions, outlined in the present paper, require further research. The inverse prob-

lem for thick laminates was solved, but the quality of the solution may be improved. The concept

of frequency dependency of elastic moduli should be studied further to become applicable for a

larger scope of materials. The approach for perforated specimens effective properties should be

refined in future work using the experimental data for different materials.
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Numerical Modeling of Marine Seismology in the Arctic Region

During Deposit Dissolution due to Oil Migration
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As the Arctic region requires costly and difficult to access surveys of the ground, numerical

modeling proves to be an effective way to study occurring processes in the area. Moreover, the

simulations of the seismic exploration can help identify the main signs of oil migration which

is crucial for the risk assessment of the deposit development. Therefore, the main goal of this

work is to conduct the forward modeling of the seismology in the offshore areas of the region in

order to determine the indicators of such processes. The present study, in particular, is aimed

at recreating of basic features of the region such as a layered ground with the gradual change in

material parameters and inclusion of a permafrost sheet. Furthermore, the boundaries between

layers are considered to be curvilinear. This complex problem was effectively solved using the grid-

characteristic method which allows for the accelerating of the calculations using OpenMP. As a

result of the computations, the reconstructed wave phenomena is analyzed based on the obtained

wave patterns and synthesized seismograms. The change in the responses from the oil reservoir in

the process of draining is identified which can further help interpret real measurements.

Keywords: numerical modeling, oil migration, marine seismology, grid-characteristic method,

Arctic region.

Introduction

Throughout the years, numerical modeling proved to be a great way to investigate natural

and anthropogenous processes, especially in the places of costly and difficult to access in situ

measurements such as the Arctic region [11, 15]. The area draws a lot of attention of the

researchers due to the significant mineral reserves and promising oil development. This proves

the necessity for conducting full-scale surveys of the subsurface areas of ground. For this purpose,

measurements are commonly conducted using seismology [23]. Harsh environmental conditions

incentify thorough investigation of the area before the preparations for the development of

the deposit can begin. Thus, it is essential to identify potential dissolution of the oil-bearing

formation which is still a poorly understood mechanism [1, 3]. As a result, numerical modeling

can help determine the indicators of this process in the obtained measurements which is the

purpose of this work.

However, this task is complicated by the series of unique qualities of the Arctic region which

are mainly defined by cold temperatures. As a result, one of the main characteristics of the

region is the presence of permafrost sheets, formed when the temperature constantly stays less

than 0◦C for a long period (from a couple to thousands of years) [20]. The layered ground is often

inhomogeneous which causes the inconstancy of its mechanical characteristics and the curvilinear

boundaries between the sheets. In order to account for the gradual change of the parameters, in

this work, the obtained in situ data [14, 16, 26] is used to determine their dependencies on the

depth. As a result, the computational domain was introduced consisting of the sea, water floor,

permafrost sheet and bottom dense clay layer which contained the oil reservoir that decreased in

size due to drain. This distinguishes the study from the previous works that use simpler settings

with constant parameters [2, 8] and linear boundaries between the layers [9, 18].
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The computer modeling was conducted using a software package RECT written in C++ and

dedicated to the solution of hyperbolic equations by applying the grid-characteristic method [5]

on structured grids. This method allows for effective solution of dynamic problems in objects

of complex shapes [6] and with different rheologies [7]. Moreover, the software supports several

means of parallelization, such as OpenMP [13], MPI [19], and CUDA [12] with the former one

used to accelerate calculations in this work. The package is developed by the Computational

Physics Department and the Informatics and Computational Mathematics Department of the

Moscow Institute of Physics and Technology. The article is organized as follows. Section 1 is

devoted to explanation of numerical setting including the governing system of equations in

Section 1.1, computational method in Section 1.2 and domain in Section 1.3. Obtained results are

discussed in Section 2, they consist of the wave patterns analyzed in Section 2.1 and seismograms

in Section 2.2. Conclusion summarizes the study and points directions for further work.

1. Numerical Setting

1.1. Governing System of Equations

In order to represent all layers of the computational domain, isotropic linear elasticity is used.

In the current work, the simulations are conducted in two-dimensional case. Three-dimensional

calculations require a lot of time and computational resources while showing results similar to

the plane problem [24]. The difference between these settings can be the result of the strong

asymmetry which is not considered in this work. Thus, it is still possible to determine the influ-

ence of the deposit dissolution on the seismic measurements. The governing system of equations

can be written in the following form:

ρ∂vx∂t = ∂σxx

∂x + ∂σyx

∂y + fx,

ρ∂vy∂t = ∂σxy

∂x + ∂σyy

∂y + fy,

∂σxx

∂t = (λ+ 2µ)∂vx∂x + λ∂vy∂y ,

∂σyy

∂t = λ∂vx∂x + (λ+ 2µ)∂vy∂y ,

∂σxy

∂t = µ(∂vx∂y + ∂vy
∂x ).

(1)

Here the velocity vector of medium points v = (vx, vy)
ᵀ and the stress tensor σ are unknown and

calculated after each time step. The material parameters are density ρ and Lame parameters

λ and µ, the equations also allow for introduction of external forces f = (fx, fy)
ᵀ. This model

reconstructs pressure and shear waves with velocities cp =
√

λ+2µ
ρ and cs =

√
µ
ρ . These velocities

and density fully define these equations.

1.2. Grid-Characteristic Method

For the solution of the hyperbolic problem (1), the grid-characteristic method [5] is used.

According to the procedure, the initial system is rewritten with introduction of the new vector

of unknowns u = (vx, vy, σxx, σyy, σxy)
ᵀ:

∂u

∂t
+Ax

∂u

∂x
+Ay

∂u

∂y
= g. (2)
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Here matrices Ai are introduced:

Ax = −




0 0 1/ρ 0 0

0 0 0 0 1/ρ

λ+ 2µ 0 0 0 0

λ 0 0 0 0

0 µ 0 0 0




, Ay = −




0 0 0 0 1/ρ

0 0 0 1/ρ 0

0 λ 0 0 0

0 λ+ 2µ 0 0 0

µ 0 0 0 0



. (3)

Next, coordinate-wise splitting and splitting on physical processes are performed. At first,

the step along the horizontal axis x is calculated, next, the step along the vertical axis y was

made. Finally, external forces were taken into account. For the solution of each of these equations,

the new variables, Riemann invariants ri = {rji }5j=1, were introduced. As the system (2) is

hyperbolic, matrices Ai, i = {x, y} can be presented in the form Ai = RiΛiLi, where Li is the

eigenvector matrix, Ri = L−1
i , and Λi = diag{0,−cs, cs,−cp, cp} is the eigenvalue matrix. Thus,

(2) can be rewritten as the system of one-dimensional transport equations with ri = Liu:

∂ri
∂t

+ Λi
∂ri
∂i

= 0. (4)

For the solution of each equation in (4), third order Rusanov scheme was applied [21],

monotonized using the grid-characteristic monotonicity criterion [10]:

[rji ]
n+1
m = [rji ]

n
m +

cji
2

([rji ]
n
m−1 − [rji ]

n
m+1) +

cji
2

2
([rji ]

n
m−1 − 2[rji ]

n
m + [rji ]

n
m+1)−

−c
j
i (1− c

j
i

2
)

6
([rji ]

n
m−2 − 3[rji ]

n
m−1 + 3[rji ]

n
m − [rji ]

n
m+1).

Here the Courant number is introduced cji = λj
iτ
hi

, and j ∈ [1, 5], λji is the corresponding

eigenvalue, hi is the spacial step. Condition cji < 1 guaranteed the stability of the calcula-

tions. One of the numerical problems which is common of the dynamic processes in the layered

media is the appearance of non-physical oscillations due to high gradients in the mechani-

cal properties. To deal with this issue, we introduce the grid-characteristic criterion in order

to monotonize the solution. When [rji ]
n+1
m ≤ min [rji ]

n
1 , [r

j
i ]
n
2 , the following correction was per-

formed: [rji ]
n+1
m = min [wji ]

n
1 , [r

j
i ]
n
2 . In case [rji ]

n+1
m ≥ max [rji ]

n
1 , [r

j
i ]
n
2 , another formulae was used:

[rji ]
n+1
m = max {[rji ]n1 , [r

j
i ]
n
2}. Here [rji ]

n
1 , [rji ]

n
2 are the grid function values at the time t = tn in

the nearest points to the characteristic which originates from the point (tn, xm). The introduced

scheme is explicit which made it possible to employ parallelism using the OpenMP technology.

This allowed for the significant acceleration of the calculations.

1.3. Computational Domain

In order to conduct simulations, the computational domain in a two-dimensional case was

created. It consisted of the around 100 m deep sea layer, and about 100 m wide seabed, 300 m

wide permafrost and a deepest dense soil sheet beneath it. The bottom layer contained an oil

deposit, which was gradually draining due to oil migration [1]. The layout for the problem

is presented in Fig. 1. The widths of the layers correspond to the mean values, registered in

this geographical region. The boundaries between all areas were significantly curvilinear. The

dissolution of the reservoir was represented as the gradual change of its size.
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Figure 1. Layout of the computational domain and elastic parameters of layers

1.3.1. Material parameters

To construct an adequate geological model, the ground was considered to be a vertically

inhomogeneous medium. The dependencies of the elastic parameters on depth obtained from

the experimental data [16] were used as a basis for formulation of the gradient corresponding to

each layer. All parameters remained within their characteristic values as noted in [16, 26]. The

final relations between the elastic parameters and the depth are presented in Figs. 2–3. In the

water layer, the change in the velocity of the pressure waves is associated with the temperature

gradient, often observed in the northern seas [14]. Thus, the pressure wave velocity changed

according to the similar trend. Moreover, in this layer, the density was equal to 1024 kg/m3,

and the shear wave velocity was set to 1 m/s.

Under the water, the transition from the thawed soil of the seabed to the frozen soil of the

permafrost layer was reproduced based on a gradual decrease in temperature. However, as the

temperature rises and stabilizes, the permafrost ends with a transition to a denser clay layer,

which was reflected in the density change. For the velocities of the pressure waves, a standard

power-law change in parameters at shallow depths was set. For greater depths, a linear increase

was used. Additionally, the shear wave velocity and density were changed linearly. The drying

of the deposit was modeled by a successive size reduction of the oil reservoir. Inside it, a small

Numerical Modeling of Marine Seismology in the Arctic Region During Deposit...
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transition was considered from the upper oil layer to the water base and the thawed bottom of

the reservoir.

Figure 2. Elastic parameters in water and soil without a reservoir along the depth

Figure 3. Elastic parameters in a reservoir along the depth: oil layer on the surface of water
and wet soil

1.3.2. Grid parameters

There are two basic approaches to creation of computational grids. The first one consists of

using explicit contact conditions and creating grids for each area of the domain. According to

the second approach, one rectangular grid is created and in each node corresponding material

parameters are set. Both approaches allow for reproducing of all wave fronts and results in

similar wave patterns [8, 25], however, both also have downfalls.

The second method is characterized by an increase in the amplitude of individual waves.

There may also be a lack of smoothness in the incoming signals due to the step-wise nature

of the sections of geological media. For the first method, it is necessary to create curvilinear

grids, which, if constructed incorrectly, can distort the shape of the wave fronts. Additional

numerical errors can also be introduced by nonphysical boundaries within layers with inclusions
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when constructing structured grids. Such effects lead to the inability to compute the difference

between results obtained in different setups. This is a significant drawback as this technique is

often used for analyzing processes in dynamics, and is also employed in this work.

Moreover, the gradual nature of elastic parameters of the layers incentifies the usage of the

second approach. Thus, in order to save time, computational resources and make it easier to set

material parameters, one rectangular grid of 1000 × 900 cells was created. In order to account

for the curvilinear boundaries, the dependencies in Figs. 2–3 were interpolated on the grid for

each layer separately. Therefore, in each node, the elastic parameters of the corresponding areas

were set. To fulfill the Courant stability condition, the time step was set equal to 0.1 ms. The

total calculation time was 1 s. The top boundary of the domain was considered to be free, on

the other sides, characteristic absorbing conditions were placed. The seismic point source was

described as the 30 Hz Ricker pulse. Two different signal generator’s positions were compared:

on the water surface and on the seabed. The receivers were placed on the water surface and on

the seabed with the 2 m horizontal spacing.

2. Simulation Results

As a result of the calculations, spatial wave fields and synthetic seismograms were produced

(see Figs. 4–6).

2.1. Wave Patterns

The wave pattern analysis shows that the wave fronts generated by both sources are similar

to each other. However, it is noticeable that when the source position is set on the sea surface,

the amplitude of some waves decreases. This is related to the fact that, as water is an acoustic

medium, it partially absorbs some waves. Moreover, this is also the reason why there are no

surface waves, such as Rayleigh waves [17], observed on the upper boundary. However, when

the source is located on the seabed, surface Stoneley (also called Scholte) waves [22] appear and

propagate along the water floor.

As the position of the source at the seabed is closer to the reservoirs, the initial wave reaches

the deposit earlier. Nonetheless, in both cases, while propagating through the stratified medium,

this wave undergoes multiple reflections. Moreover, the gradient of elastic parameters seem to

result in appearance of additional oscillations in the wave. The narrow top layers create a wave

channel which leads to the formation of seismic ghost reflections [4] which can conceal the initial

wave rebounded from the deposit.

These reflections from the reservoirs are the crucial point of the seismology which help

identify the internal processes in the ground such as oil migration. It is worth noting that

all such reflections, as shown in Fig. 4, have a similar rounded shape which originate from the

borders of the layer. As the deposit dissolves, the shape transforms from the oval to the spherical

one. Moreover, when the size of the reservoir decreases, its upper boundary moves farther from

the day surface which is indicative of the change in the travel time that can be expected in

the considered setting. Overall, curvilinear boundaries account for asymmetry in the resulting

pictures.

Additionally, in Fig. 4, several computational artifacts are present. The point signal leaves

a noticeable cross-shaped trace in the wave patterns, especially in case of the generator on the

water surface. Moreover, non-physical reflections from the sides of the domain can appear due
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(a) Large reservoir (b) Medium reservoir (c) Smallest reservoir (d) No reservoir

(e) Large reservoir (f) Medium reservoir (g) Smallest reservoir (h) No reservoir

Figure 4. Wave fields. The top row is generated for the source in the water (T = 0.35 s),
the bottom row – for the source on the seabed (T = 0.3 s)

to the well known problem of the absorbing boundary conditions. However, these effects do not

influence the results significantly.

2.2. Synthesized Seismograms

All of the effects noted in the wave patterns can also be clearly identified in synthetic

seismograms (Figs. 5–6). When the position of the sources and the receivers coincide (first and

last rows in Fig. 5), the seismograms show the presence of the initial impulse above other signals.

Additionally, in case of the source in the seabed (first row), the noted Stoneley surface waves

are also present. However, when the signal generator is moved to the water surface, the signs of

these waves (third row) can also be seen, although they are not that prominent.

The second most distinguished signals are the first reflections of the initial wave from the

water surface and the seabed. These waves are followed by multiple responses formed by the

waves’ circulation between these boundaries. Thus, seismic ghost reflections [4] produce a lot of

noise in the seismograms and make the resulting seismograms almost indistinguishable between

each other as the oil deposit drains. Moreover, in case of the placement of the sources and

the signal receivers on the same surface, surface waves further conceal the rest of the picture.

Therefore, the most convenient position of the receivers should not coincide with the position of

the sources.

Additionally, the discovered non-physical reflections from the sides of the domain can also

hinder the analysis of the calculations. As a result, the difference between the settings can be

noted only about 0.5 s after the calculations in the central parts of each seismogram. Therefore,

they require further processing as it is hard to identify oil migration. To solve this problem,

the differences between the settings with and without reservoirs were calculated. In practice, in

order to trace down the occurring processes, this procedure can be performed after consecutive
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Figure 5. Synthetic seismograms. The top two rows represent the source in the seabed,
the bottom two rows – the source on the water. The first and the third rows obtained from

the receivers on the seabed, the second and the forth – from the water surface.
The first column corresponds to the case without reservoir, the second one – with the larger

reservoir, the third one – with the medium one, the fourth one – with the smallest one

measurements or when the general geometry of the seabed is well-known beforehand. As part of

numerical analysis, this technique allows us to investigate the signal from the reservoir separately

from other responses.

The resulting seismograms are presented in Fig. 6. The picture shows that the signals of

different reservoirs are very similar. In accordance with the wave patterns, the travel time de-

creases with the placement of sources closer to the oil deposit. Moreover, the dissolution of the

reservoirs also results in a slight decrease in the travel time. Another notable difference between

the settings previously shown in wave patterns is the change in the form of the reflection from

the reservoirs which coincides with the transformation of the shape of the responses on the seis-

mograms. At the same time, it becomes harder to identify the changes as the reservoirs become

smaller. So, we can conclude that it is crucial to obtain seismic measurements of the initial state

of the oil deposit for further gradual comparisons.

Conclusion

As the result of conducted simulation, the direct problem of marine seismology in the Arc-

tic during oil migration was solved. The distinctive feature of this work is the creation of the

computational domain that encompasses the basic features of the offshore areas, including the

permafrost ground, and the reflection of gradient change of elastic parameters in the layered

ground obtained in real measurements. The usage of the grid-characteristic method allowed for

effective solution of problem accelerated by the parallelization using OpenMP. Deposit dissolu-

tion was accounted for by the gradual decrease in the size of the reservoir.

Calculated wave patterns and synthesized seismograms not only showed the responses from

the reservoir but also demonstrated complex wave phenomena, such as surface waves and seismic
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Figure 6. Differences between seismograms with and without oil deposit. The placement of
the rows correspond to Fig. 5. The first column represents the setting with the larger reservoir,

the second one – with the medium reservoir, the third one – with the smallest reservoir.
Top one-third of each picture is not included

ghost reflections. Due to the presence of such waves, the obtained seismograms contain a lot

of noise and require further processing. Therefore, in situ measurements should be conducted

consecutively to register initial state of the oil deposit for further gradual comparisons. More

adequate estimations can be conducted based on the real data and specific deposits. The precise

reason for oil migration should also be taken into account, in order to be able to identify

particular attributes of the process. Comparison of the results of the simulations in the plane

problem to the three-dimensional case can also be noted as the direction for further work.
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Nowadays, the issue of direct modeling of seismic exploration problems is becoming increas-

ingly important due to the development of a new field of application of such algorithms as genera-

tion of a training samples for subsequent solution of the appropriate inverse problem using neural

networks. This challenges scientists to develop corresponding parallel algorithms and improve their

efficiency. The current manuscript is devoted to the algorithm for decomposing a large number

of individual computational grids of various sizes for a large number of MPI processes using the

example of a 3D direct problem of seismic exploration of geological media treating the complex

topology of the Earth’s surface, the complex shape of interfaces between geological layers and a

large number of explicitly treated geological fractures, that are not aligned with the coordinate

axes. Three modifications of the grid-characteristic numerical method on Chimera and curvilin-

ear computational grids are compared with each other. The dependence on different numbers of

fractures is studied. A large number (several hundreds or thousands) of fractures in the geological

media significantly increases the amount of transmitted data, which imposes requirements on the

developed modification of the greedy algorithm.

Keywords: decomposition, greedy algorithm, large number of grids, large number of fractures,

Chimera meshes, patch grids, grid-characteristic method, elastic wave, seismic wave, 3D simula-

tion.

Introduction

Methods for solving inverse problems can be divided into inversion, migration, and the use of

neural networks, with each approach imposing its own parallelization features [9, 16]. With the

development of neural networks, the issue of direct modeling of seismic exploration problems is

becoming increasingly relevant, as a new area of application for this type of computer modeling is

actively developing. Training of neural networks for solving inverse problems of wave dynamics

on simulated data has been actively carried out in recent years [7, 8, 14, 15]. Another new

way of using solvers for direct problems of wave dynamics due to the development of neural

networks is the use of deep learning to obtain seismograms from a velocity model [22], which

also creates a need to use synthetic training samples. This means that the development of new

high-precision methods for three-dimensional modeling of seismic waves in geological media,

treating the complex surface topography and internal structure, with explicit identification of

fractures, that are not co-directed with the coordinate axes, is acquiring additional significance

and relevance. In turn, the question arises of the quality of parallelization of the developed

algorithms and taking into account the efficiency of parallelization as a factor in choosing the

best method of computer modeling.

In recent years, the following numerical methods for solving direct problems of seismic

exploration, the development of which is underway, have become popular, i.e., finite-difference

method on staggered grids [21], the discontinuous Galerkin method [20, 24], and the spectral

element method [23].
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The following two main types of accounting for fracturing in geological environments are

distinguished, i.e., explicit treatment of fractures [4, 6, 10] and different averaged models [4, 17].

The paper [24] is devoted to parallelized modification of the discontinuous Galerkin method

for solving geophysical problems, but a large number of individual computational grids does not

arise. The paper [1] considers the issue of decomposition of structured and unstructured grids

when solving problems of linear elasticity and using fine and coarse grids with different integra-

tion steps. The papers [11, 18] are devoted to the decomposition of methods using overlapping

patch grids, which are used to increase the number of nodes in the desired area.

In this manuscript, we compare three modifications of the grid-characteristic method in

terms of their parallelization efficiency, i.e., the grid-characteristic method on curvilinear struc-

tured grids [5] (type #1), the grid-characteristic method on Chimera grids for describing the

topography of the Earth’s surface and interfaces between geological rocks [2], which we combine

with two methods for treatment fracturing, i.e., the use of Chimera rotated Cartesian grids

around fractures [12] (type #2) and the use of overlapping patch grids around fractures [13]

(type #3). The novelty of this study is that we consider a different large numbers of fractures

and a larger number of MPI processes.

The article is organized as follows. Section 1 is devoted to problem statement and mathe-

matical model. In section 2 we introduce decomposition and partitioning algorithms. Section 3

contains speed up testing. Conclusion summarizes the study and points directions for further

work.

1. Problem Statement and Mathematical Model

To describe the propagation of seismic waves in geological media with complex boundaries

(see Fig. 1) and multiple fractures (see Figs. 2–4), we seek a solution to the following initial

boundary value problem of the hyperbolic elastic wave equation.

(a) Speed model (b) Density

Figure 1. Geological model with 4 layers

The system of equations inside the integration domain in each geological layer #l is written

as follows:

∂σl (t, r)

∂t
= ρ

(
c2P,l − 2c2S,l

)
(∇ · vl (t, r)) I+

+ ρc2S,l (∇⊗ vl (t, r) + (∇⊗ vl (t, r))ᵀ)− P (t, r) I, (1)
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(a) 500 fractures under the Earth’s surface

(b) Wave snapshot, numerical method modification

type #1

Figure 2. Example with 500 fractures in geological media

(a) 100 fractures under the Earth’s surface

(b) Wave snapshot, numerical method modification

type #1

Figure 3. Example with 100 fractures in geological media

ρl
∂vl (t, r)

∂t
= (∇ · σl (t, r))ᵀ,

r ∈ Ωl, t ∈ [0, T ] , l ∈ [1, L] .

Here, in Eq. (1), the right-hand side (the seismic wave source) is described by the following

expression:

P (t, r) =





(
1− 2

(
πft− 1.3

√
6
)2)

exp
(
−
(
πft− 1.3

√
6
)2)

, t ∈
[
0, 3.9

√
6

πf

]
, r ∈ Ξ,

0, t /∈
[
0, 3.9

√
6

πf

]
, r /∈ Ξ.

(2)

Here, in Eq. (2), the numerical coefficients arise in order to use the exact zero value on that

part of the real time axis where the Ricker wavelet is sufficiently small.
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(a) 50 fractures under the Earth’s surface

(b) Wave snapshot, numerical method modification

type #1

(c) Wave snapshot, numerical method modification

type #2

(d) Wave snapshot, numerical method modification

type #3

Figure 4. Example with 50 fractures in geological media

The following free boundary condition is established on the upper layer #1, at the contact

with air:

σ1 (t, r) ·m1 (r) = 0,

m1 (r)⊥Γ0, r ∈ Γ0, t ∈ [0, T ] .

At the boundaries of the sections of geological rocks, the following contact conditions are

established:

σl−1 (t, r) ·ml (r) = σl (t, r) ·ml (r) ,

vl−1 (t, r) = vl (t, r) ,

ml (r)⊥Γl, r ∈ Γl, t ∈ [0, T ] , l ∈ [2, L] .

The following contact condition is established, which is a special case [12] of Schoenberg

linear slip model [19], to describe the scattering of waves on the fracture #i at the location of

the fracture:

mi (r) · σL
l (t, r) ·mi (r) = mi (r) · σR

l (t, r) ·mi (r) ,

σL
l (t, r) ·mi (r)−

(
mi (r) · σL

l (t, r) ·mi (r)
)
mi (r) = 0,
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σR
l (t, r) ·mi (r)−

(
mi (r) · σR

l (t, r) ·mi (r)
)
mi (r) = 0,

vL
l (t, r) ·mi (r) = vR

l (t, r) ·mi (r) ,

mi (r)⊥Θi, r ∈ Θi, t ∈ [0, T ] , i ∈ [1, F ] .

Here and further in the text, σ is Cauchy stress tensor, v is velocity, cP, cS, and ρ are

elastic parameters (P-wave speed, S-wave speed, and density), f means frequency, m means

unit normals, L is the number of geological layers, F is the number of fractures, Ξ is the source

location, Γl is the boundary between l and l + 1 layers, Θi is the i fracture location.

2. Decomposition and Partitioning Algorithms

In this manuscript, we compare how the proposed decomposition algorithm works for three

modifications of the grid-characteristic method, also varying the number of geological fractures.

Examples of snapshots of wave fields are shown in Figs. 4b, 4c, and 4d for computational method

modification types #1, #2, #3, respectively.

In calculations with numerical method modification type #1, we have the following set of

computational grids:

• large computational grids, curvilinear structured grids covering geological layers in the

amount of geological layers L, see Fig. 5a,

• tiny computational grids of the minimal size for identifying a rupture on a fracture in the

amount of 2F , see Fig. 6a.

That is, we have

GL = L

large grids and

GS = 2F

small grids.

(a) 4 curved structured grids (b) Background (1) and Chimera (2,3) grids

Figure 5. Large computational grids

At the legend in Fig. 6d, 1 is a part of large background Cartesian grid, 2 is a part of

large curved structured grid covering geological layer, 3 is Chimera rotated Cartesian or curved

structured patch grid around the fracture, 4 means nodes of grids of types 2 or 3, to which data

is copied to smooth out the gap at the ends of the fracture, 5 means nodes of grids of types 2
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(a) Numerical method modification, type #1

(b) Numerical method modification,

type #2

(c) Numerical method modification, type

#3

(d) Legend

Figure 6. Small and tiny computational grids around fractures, OXY, example

or 3, from which data is copied, 6 is left tiny grid of the minimal size around the fracture, 7 is

right tiny grid of the minimal size around the fracture, 8 is the fracture itself.

In calculations with numerical method modifications types #2 and #3, we have the following

set of computational grids:

• large Cartesian background grid, see Fig. 5b,

• large Chimera curvilinear computational grids along layers in the amount of 2L1,

see Fig. 5b,

• small computational grids around fractures in the amount of F (built according to different

algorithms and having different number of nodes for calculations of type #2 (see Fig. 6b)

and type #3 (see Fig. 6c), respectively),

• tiny computational grids of the minimal size for highlighting a rupture on a fracture in the

amount of 2F , see Figs. 6b and 6c for numerical method modifications types #2 and #3,

respectively.
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That is, we have

GL = 8L

large grids and

GS = 3F

small grids.

The number of computational operations spent on calculations on different types of grids

is different. For example, we give below the formulae for calculating the first two Riemann

invariants in the three-dimensional case for a Cartesian grid:

ωX
1,2 = vX ∓

1

ρcP
σXX,

and for a curvilinear structured grid:

ω1,2 = n · v ∓ 1

ρcP
(N00 : σ) . (3)

In Eq. (3), n is a vector, and N00 is a symmetric tensor of the second rank, depending on

the node of the curved computational grid.

Therefore, before starting the calculations, the grid node weighting coefficients for each type

of computational grid are determined by running test calculations, which do not take much time.

The coefficients used in current study are given in Tab. 1.

Table 1. Weights of nodes in different types of computational grids

computational grid figure grid type method type weight w

grid covering geological layer Fig. 5a curved structured #1 3.0

large background Fig. 5b Cartesian #2, #3 1.0

large Chimera along interfaces Fig. 5b curved structured #2, #3 2.0

small Chimera around fractures Fig. 6b Cartesian rotated #2 1.0

small patch around fractures Fig. 6c curved structured #3 4.0

tiny around fractures Fig. 6a curved structured #1 2.0

tiny around fractures Fig. 6b Cartesian rotated #2 1.0

tiny around fractures Fig. 6c curved structured #3 2.0

We calculate the value

N =

GL+GS∑

g=1

wgN
g
XN

g
YN

g
Z

to perform the decomposition.

The numbers of processes allocated to the large grids are calculated using the following

formulae:

Pg =
P

S
wgN

g
XN

g
YN

g
Z,

g ∈ [1, Gl] .
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Then these real numbers are rounded to an integers and the set of these numbers for all

large grids is adjusted so that the sum does not exceed the total number of processes P :

PF = P −
GL∑

g=1

Pg,

PF ≥ 0.

Minimal Cross Section algorithm for parallel grid partitioning introduced in [3] is used for

these lagre grids to divide each g grid by a selected number of processes Pg, g ∈ [1, Gl].

1. All possible partitions of the number of processes Pg into 3 divisors
{
Lg,jX , Lg,jY , Lg,jZ

}
are

considered, without repetitions based on the known tables of natural numbers divisors. If

the Pg has a large amount of divisors, one can choose not all divisors, but only some,

approximately equidistant from each other, and including 1 and Pg.

Pg = Lj,gX · L
j,g
Y · L

j,g
Z .

2. The sum of the cross sections is calculated for each set of divisors
{
Lg,jX , Lg,jY , Lg,jZ

}
using

the following formula:

Sjg =
(
Lg,jX − 1

)
·Ng

Y ·N
g
Z +

(
Lg,jY − 1

)
·Ng

X ·N
g
Z +

(
Lg,jZ − 1

)
·Ng

X ·N
g
Y.

3. Such a set of divisors
{
Lg,jX , Lg,jY , Lg,jZ

}
is chosen, which provides the minimal value of the

cross section Sjg .

Then the distribution of small (and tiny) grids among the processes begins.

In the case of a modification of the numerical method of type #1, at first the PF processes

are filled with the number of grids sequentially each, until the total number of nodes allocated

to the process begins to exceed the average filling of the remaining processes with nodes of large

grids N
P . In this case and further, the nodes are taken into account with weights. That is, the

value wgN
g
XN

g
YN

g
Z is considered, and not Ng

XN
g
YN

g
Z. The remaining part of the tiny grids of the

minimal size is distributed evenly among all processes evenly.

For modifications of the numerical method of types #2, #3, the coefficient of the ratio K

of the average size of the small grid around the fracture to the average size of the tiny grid of

the minimal size is calculated. Then,

1. The PF processes are filled according to the following algorithm sequentially each.

(a) We try to place as many small grids around the fractures as possible so that the total

number of nodes in the process under consideration does not exceed N
P .

(b) If possible, we place as many tiny grids of the minimal size as possible.

(c) We move on to the next process.

2. We distribute the remaining small grids around the fractures evenly across all processes

until we stop at process number P0.

3. We place K tiny grids of minimal size into the remaining PP0 processes.

4. We distribute the remaining tiny grids of minimal size evenly across all processes evenly.

Note that, the PF number is often zero for an insufficiently large number of fractures and

number of MPI processes, see Tables 2–4.

As for large Chimera grids placed along geological layers, for a small number of MPI pro-

cesses, one process also often has been allocated for each large Chimera grid, see Tables 5 and 6.
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Table 2. Dependence of the number of MPI processes allocated to all grids around fractures

only PF on the total number of MPI processes P for the different number of fractures,

numerical method modification type #1

P 12 16 20 24 28 32 40 50 60 70 80 90 100 150 250 500

50 1 0 0 1 0 0 1 1 0 0 1 0 0 1 1 2

100 1 0 0 1 1 0 1 1 0 0 1 0 0 1 1 2

500 1 1 0 1 1 1 2 1 1 2 3 2 2 4 6 13

1000 1 1 2 1 1 1 2 2 4 4 4 4 5 8 13 24

2000 1 1 2 2 2 3 3 5 5 6 7 9 10 13 23 47

Table 3. Dependence of the number of MPI processes allocated to all grids around fractures

only PF on the total number of MPI processes P for the different number of fractures,

numerical method modification type #2

P 12 16 20 24 28 32 40 50 60 70 80 90 100 150 250 500

50 0 0 2 0 0 1 0 2 0 0 2 0 0 0 3 0

100 0 0 2 0 0 1 0 2 0 0 2 0 4 0 3 7

500 0 1 3 0 0 1 0 3 1 5 3 1 6 9 8 22

1000 0 1 3 5 0 2 6 4 2 7 5 10 8 12 19 39

2000 0 2 4 6 1 3 7 6 11 9 8 13 11 24 35 70

Table 4. Dependence of the number of MPI processes allocated to all grids around fractures

only PF on the total number of MPI processes P for the different number of fractures,

numerical method modification type #3

P 12 16 20 24 28 32 40 50 60 70 80 90 100 150 250 500

50 0 0 2 0 0 1 0 2 0 0 2 0 4 0 4 8

100 0 1 2 0 0 1 0 3 0 5 3 0 5 1 6 11

500 0 1 3 5 1 3 7 5 10 8 6 12 10 15 25 56

1000 0 2 4 7 9 4 9 7 13 12 17 16 22 29 51 101

2000 1 3 6 8 11 13 12 18 17 24 30 30 36 47 83 165

Therefore, the decomposition algorithm proposed in this manuscript is not suitable for a small

number of MPI processes.

Table 5. Dependence of the number of MPI processes allocated to one large Chimera grid on

the total number of MPI processes P for the different number of fractures, numerical method

modification type #2

P 12 16 20 24 28 32 40 50 60 70 80 90 100 150 250 500

50 1 1 1 1 1 2 2 3 4 4 5 6 6 9 16 32

100 1 1 1 1 1 2 2 3 4 4 5 6 6 9 16 32

500 1 1 1 1 2 2 2 3 4 4 5 6 6 9 16 31

1000 1 1 1 1 2 2 2 3 4 4 5 5 6 9 15 30

2000 1 1 1 1 2 2 2 3 3 4 5 5 6 8 14 28
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Table 6. Dependence of the number of MPI processes allocated to one large Chimera grid on

the total number of MPI processes P for the different number of fractures, numerical method

modification type #3

P 12 16 20 24 28 32 40 50 60 70 80 90 100 150 250 500

50 1 1 1 1 1 2 2 3 4 4 5 6 6 10 16 32

100 1 1 1 1 1 2 2 3 4 4 5 6 6 10 16 32

500 1 1 1 1 2 2 2 3 3 4 5 5 6 9 15 29

1000 1 1 1 1 1 2 2 3 3 4 4 5 5 8 13 26

2000 1 1 1 1 1 1 2 2 3 3 3 4 4 7 11 22

3. Speed Up Testing

This section presents the graphs of the speedup dependence on the number of MPI processes

for various modifications of the numerical method and various numbers of fractures in Fig. 7.

The 9 dependences of the speedup on the number of MPI processes are grouped on the

graphs as follows. For the same types of numerical method modification and different numbers

of fractures on one graph in Figs. 7a, 7c, and 7e for types #1, #2, #3, respectively. For the

same numbers of fractures and different numerical methods modifications on the same graph

in Figs. 7b, 7d, and 7f for the numbers of fractures 50, 100, 500, respectively.

Thus, Figs. 7a, 7c, and 7e allow one to see the effect of the number of fractures on the

parallelization efficiency. While Figs. 7b, 7d, and 7f allow one to compare the parallelization

efficiency of different modifications of the numerical method for the same number of fractures.

Conclusion

In the manuscript, we proposed and studied the algorithm for decomposing a large number

of individual computational grids of various sizes using the example of a direct problem of

seismic exploration of geological media treating the complex topology of the Earth’s surface, the

complex shape of interfaces between geological layers, and a large number of explicitly treated

geological fractures, that are not aligned with the coordinate axes. The developed decomposition

algorithm was tested for three modifications of the grid-characteristic method on Chimera and

curvilinear structured computational grids. The effect of the number of fractures on the efficiency

of parallelization was studied.

The modification of the numerical method type #1 is more efficiently parallelized. But,

when this modification is applied, the complexity is the construction of curvilinear structured

grids, which, on the one hand, allow describing the complex topography of interfaces between

geological rocks and the Earth’s surface boundary-conforming, and on the other hand, node by

node, geometrically fall into each fracture. Such computational grids are difficult to construct

with a large number of geological fractures, both algorithmically and in terms of RAM and time

costs at the preprocessing stage.

The modification of the numerical method type #3 is more accurate computationally (see

works [12, 13]), but loses in parallelization efficiency in comparison to type #2 with a large

number of fractures and a large number of MPI processes and large fracture inclination angles

relative to the coordinate axes. This is due to the fact that the modification of the method type
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(a) Numerical method modification, type #1,

different numbers of fractures

(b) 50 fractures, different numerical method

modifications

(c) Numerical method modification, type #2,

different numbers of fractures

(d) 100 fractures, different numerical method

modifications

(e) Numerical method modification, type #3,

different numbers of fractures

(f) 500 fractures, different numerical method

modifications

Figure 7. Dependences of the speedup on the number of MPI processes

#3 requires constructing a grid around a fracture of a slightly larger size (see Figs. 6b and 6c)

compared to type #2, and this begins to affect under the above conditions.

For all modifications of the numerical method, the growth of fracture number leads to an

increase in the volume of transmitted information, which reduces the efficiency of paralleliza-

tion. The effect is weakest for the modification of the numerical method type #1, since this

modification contains only tiny computational grids of minimal size around fractures. In turn,
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for the modification of the numerical method type #3, the effect is somewhat stronger than for

the modification of the numerical method type #2 for the same reason.

As a direction for further development of the proposed in the manuscript decomposition

algorithm, we can name the identification of the dependence of weight coefficients for grids

around fractures taking into account the average amount of transmitted data.
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On an Algorithm for Decomposing Multi-Block Structured

Meshes for Calculating Dynamic Wave Processes in Complex

Structures on Supercomputers with Distributed Memory
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The advancement of the oil and gas industry represents a key priority area for the Russian

Federation. The Arctic region contains substantial hydrocarbon reserves, but the inherent difficul-

ties in exploring these resources make them particularly challenging to access. The present paper

is devoted to the numerical calculation of the dynamic impact propagation on an oil platform

using parallel computing methods. To address this issue, a grid-characteristic method was em-

ployed. The substantial volume of computation necessitates the utilization of parallel computing

techniques, such as Message Passing Interface (MPI). A grid model was constructed based on a

real platform, and an algorithm for decomposing the computational domain was developed with

the aim of reducing the message time between MPI processes and increasing speedup. A series

of test calculations were performed to demonstrate the capabilities of the algorithms. Examples

of calculations and the application of the developed method of decomposition are provided. The

feasibility of decomposition and parallelization algorithms is currently being investigated. The

conducted tests have demonstrated the potential for using the model for real calculations.

Keywords: parallel calculation, numerical modeling, wave propagation, multiple grids model-

ing, parallel algorithm.

Introduction

The numerical modeling of the propagation of dynamic wave perturbations in solids is a

powerful tool that can be employed to solve a diverse array of problems. Such problems include

seismic exploration, seismic stability, computational geophysics, and dynamic strength prob-

lems. The oil and gas industry represents a substantial component of the Russian Federation’s

economic structure. The most significant reserves of hydrocarbons are located in the North and

the Arctic. The expansion of the oil and gas complex contributes to the enhancement of the

country’s economic potential, facilitating the growth of modern infrastructure. Russia is en-

gaged in the active development of its Arctic territories, including the exploration of new oil

and gas fields. As indicated by publicly available data, approximately 13% of the world’s oil

reserves and up to 30% of the world’s gas reserves are situated within the Arctic region. Despite

the considerable potential, the development of the Arctic shelf is significantly constrained by

the unique characteristics of its location and the natural environment. This gives rise to risk

factors that are absent in temperate latitudes, necessitating the development of new technologies

and advances in this direction. One such area of focus is the development and research of oil

platforms.

Oil platforms are intricate structures situated on the Arctic shelf. One of the most critical

considerations is their resilience to dynamic loads, which can be triggered by a multitude of

factors, both anthropogenic and natural. Dynamic disturbances may emerge from seismic loads,

collisions with diverse objects (ice, ship, etc.), and explosive impacts (human-made and terror-
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ist). This paper considers the issue of wave disturbance propagation in the structure of an oil

platform.

A common approach to addressing such issues is the grid-characteristic method [12, 22].

Due to the long computation time, parallel computing techniques, such as MPI, are required [15,

16]. To reduce the communication time between processes, we developed a grid decomposition

method.

Parallel computing is a computational paradigm that involves the concurrent execution

of multiple calculations or processes. It is often the case that large tasks can be divided into

smaller ones, which can then be solved simultaneously. This has the effect of greatly reduc-

ing the time required to complete the solution. The architecture of parallel computing systems

can be classified into two principal categories based on the organization of work with mem-

ory. These are systems with shared memory and systems with distributed memory. The most

renowned technologies for the construction of parallel programs are MPI, OpenMP, CUDA, and

OpenCL [27]. This work employs the use of MPI technology. This technology represents one of

the most prevalent techniques for the development of parallel programs in distributed memory

systems. The abbreviation MPI stands for Message Passing Interface. As the name suggests, the

primary mechanism for process interaction in MPI is message passing between processes. MPI is

employed in a variety of fields, including ocean and climate modeling [8], plasma modeling [21],

ice sheet modeling [19], and density functional theory problems [2].

The application of parallel computing in problem-solving processes necessitates the im-

plementation of effective computational grid decomposition techniques to ensure a balanced

distribution of computational workloads and minimize the time required for interprocessor com-

munication. Two principal types of grid decomposition are distinguished: dynamic and static.

Static decomposition is conducted prior to the initiation of the computational process, whereas

dynamic decomposition can be executed an unlimited number of times during the course of the

computation. Dynamic decomposition is employed when the load on the processes may fluc-

tuate over time. Dynamic decomposition methods are implemented in various tools, including

Zoltan [9] and DRAMA [3]. In work [5], a dynamic decomposition method utilizing optimal

vector field approximation is proposed. This method is employed for the resolution of equations

arising in the context of diffusion equation [6]. The method of dynamic decomposition using

Voronoi diagrams is described in detail in [20].

Computational meshes can be classified into two main categories: structural meshes, the

nodes of which are ordered, and non-structural meshes, the elements of which are unordered. The

decomposition of non-structural grids is frequently reduced to the graph partitioning problem

[4, 7]. In works [23, 24] evolutionary algorithms are employed to identify optimal subgrid sizes.

Additionally, numerous software packages are available for the decomposition of non-structural

grids, including METIS [17], ParMETIS [18], Jostle [26], and [14], among others.

The decomposition of structural meshes is a relatively straightforward process, in compar-

ison to the decomposition of non-structural meshes. The most basic approach is the geometric

decomposition algorithm, which involves dividing the computational domain into equal parts

along several axes [10]. More advanced algorithms for mesh generation are presented in [1, 28].

In the paper [29], a convolutional neural network is employed for the decomposition of the study

area. The majority of decomposition methods partition the meshes into non-overlapping sub-

grids. However, the in work [25] authors propose an alternative approach, whereby the study

area is partitioned into overlapping sub-areas.

I.N. Agrelov, N.I. Khokhlov, V.O. Stetsyuk, S.D. Agibalov

2024, Vol. 11, No. 4 55



This paper presents an algorithm for static decomposition of multi-block structured meshes,

with the objective of speedup the computation of wave disturbance propagation in an oil platform

structure. The greedy decomposition method was employed to address this problem. This method

is based on the algorithms described in the articles [11, 13]. The article is organized as follows.

Section 1 is dedicated to the derivation of the constitutive system of equations. Section 2 explores

a methodology for solving the aforementioned system. Section 3 focuses on the construction of a

grid model of an oil platform. Section 4 examines a decomposition method developed to enhance

computational speed. Section 5 presents the results of measuring the computational speedup

using the developed method, as well as test calculations of disturbance propagation in the oil

platform structure from different sources. The conclusion of the study presents a summary of

the findings and suggests ways in which further research could be conducted.

1. Mathematical Model

This section will examine the mathematical formulation of the problem. In this study, we

employ the linear theory of elasticity to describe an elastic solid isotropic body.

We designate the displacement vector at a given point in space, represented by the radius

vector ~x as ~u(~x, t). Additionally, a deformation tensor, ε(~x, t), is introduced, the components of

which are calculated from the displacement vector according to the following rule:

εij =
1

2
(
∂ui
∂xj

+
∂uj
∂xi

), i, j ∈ {1, 2, 3}. (1)

The law of motion for each point within the medium can be expressed using Newton’s second

law in the following form:

ρ
∂2ui
∂t2
−

3∑

j=1

∂σij
∂xi
− fi = 0, i ∈ {1, 2, 3}, (2)

where f(~x, t) = (f1, f2, f3) is a density of the field of forces acting on the medium, σij is the

stress tensor and ρ = ρ(~x, t) is the density distribution of the medium material at each point.

In the context of small deformations, the stress and small displacement tensors are related

by Hooke’s law:

σij =

3∑

k=1

3∑

l=1

Cijklεij , i, j ∈ {1, 2, 3}. (3)

The fourth-rank tensor Cijkl is a tensor of elastic constants that defines the relationship

between strain and stress tensors. The fourth-rank tensor has 81 components; however, due to

its symmetry, as well as the symmetry of the stress and strain tensors, it can be described by

only 21 independent constants. Consequently, the tensor Cijkl can be expressed as a tensor of

the second rank

Cαβ =




C11 C12 C13 C14 C15 C16

C12 C22 C23 C24 C25 C26

C13 C23 C33 C34 C35 C36

C14 C24 C34 C44 C45 C46

C15 C25 C35 C45 C55 C56

C16 C26 C36 C46 C56 C66




. (4)
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In case of an isotropic linear-elastic medium, the equality (3) is greatly simplified. The

number of independent variables is reduced to 2, and the elastic constant tensor (4) can be

written as

Cαβ =




λ+ 2µ λ λ 0 0 0

λ λ+ 2µ λ 0 0 0

λ λ λ+ 2µ 0 0 0

0 0 0 µ 0 0

0 0 0 0 µ 0

0 0 0 0 0 µ




, (5)

where λ and µ are the so-called elastic Lamé parameters.

Hooke’s law (3) for this case can be written as

σij = λδij

3∑

k=1

εkk + 2µεij , i, j ∈ {1, 2, 3}, (6)

where δij is the Kronecker symbol.

We may define the velocity vector ~v as the time derivative of the displacement vector ~u.

With this definition, we can write the system of equations as follows:

ρ
∂~v

∂t
= (∇ · σ)ᵀ + ~f,

∂~σ

∂t
= λ(∇ · ~v)I + µ(∇⊗ ~v + (∇⊗ ~v)ᵀ).

(7)

2. Grid-Characteristic Method

In order to solve the system of equations derived in the preceding chapter, the grid-

characteristic method was employed. To this end, the system was represented in matrix form.

Let q = [v1, v2, v3, σ11, σ22, σ33, σ12, σ13, σ23]
ᵀ. Then system (7) can be written in the follow-

ing form:

∂q

∂t
−A1

∂

∂x1
q−A2

∂

∂x2
q−A3

∂

∂x3
q = 0. (8)

We perform splitting by spatial coordinates, i.e., we consider separately 3 systems of the

form

∂q

∂t
= Ai

∂

∂xi
q. (9)

Given that the system is hyperbolic, it follows that all matrices Ai possess a complete set

of eigenvalues and linearly independent eigenvectors. Consequently, a diagonalization of these

matrices can be conducted

Ai = Ω−1
i ΛΩi, (10)

where Ωi consists of columns that are eigenvectors of Ai and Λ is a diagonal matrix consisting

of eigenvalues.

Then we pass to the new variables ωi by multiplying q by the matrix of eigenvectors Ω

wi = Ωiq. (11)
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Then the system will be written as:

∂

∂t
wi + Λiwi = 0. (12)

Since the matrix Λ is diagonal, this system consists of independent equations, each of which

is a transport equation. In numerical simulations, finite-difference schemes are employed for the

solution of these equations. In the present study, the Rusanov scheme of the third order of

accuracy was utilized.

3. Grid Construction

In this section, we will examine the process of constructing the grids. In this work, we have

employed the use of structured grids. The utilization of this specific type of grids enables the

acceleration of calculations by reducing the required random-access memory.

The lower platform has a geometric shape that is largely similar to that of a rectangular

parallelepiped (Fig. 1b). Due to the heterogeneity of the upper platform with the infrastructure

(Fig. 1a) and the lack of sufficient information about the dimensions of its parts, it was decided

to approximate it by a rectangular parallelepiped as well.

(a) Oil platform construction (b) Lower and upper platform grid

Figure 1. Construction of lower and upper platforms grids

In order to construct a rectangular grid to model the cylindrical supports, a block grid

approach was employed. The study area was divided into five parts. The central part is a rect-

angular parallelepiped (Fig. 2a), identical to that used to model the platforms of the structure.

The remaining four parts are shells, with one side coinciding node to node with the central part

and the other side forming a 90-degree arc of a circle (Fig. 2b).

(a) Central part grid (b) Support shell grid (c) Cylindrical support grid

Figure 2. Construction of cylindrical supports grids
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It was decided to do the same with the column bases expanding in diameter. The central

part is a truncated quadrilateral pyramid, and the geometric configuration of the shells and the

resulting appearance of the truncated cone are illustrated in Fig. 3. Furthermore, the upper and

lower portions of the columns at the junction of the grids also align node to node at identical

radii. Free boundary conditions were used on the boundaries of all grids.

(a) Central part grid (b) Support base shell grid (c) Support base grid

Figure 3. Construction of supports bases grids

4. Decomposition Method

When the resulting grid model is parallelized, a considerable number of messages are ex-

changed between MPI processes. To reduce communication time and enhance the speedup, a

grid decomposition method was developed in this work.

Let the model contain N rectilinear grids and M curvilinear grids, ni is the number of

nodes in the i-th rectilinear grid, mj is the number of nodes in the j-th curvilinear grid and

P is the number of MPI processes. The calculation of curvilinear grids takes more time, thus we

introduce an additional coefficient a. The algorithm consists of the following steps:

1. The number of nodes for each MPI process is calculated

Mopt =

N∑
i=1

ni + a ·
M∑
j=1

mj

P
.

2. The number of processes allocated to grids of size greater than Mopt is defined as the quotient

of their size and Mopt rounded down

Pi =

[
Ni

Mopt

]
.

3. The large grids are divided between the selected processes by a straightforward geometric

decomposition method.

4. The remaining grids are distributed among the processes using a greedy algorithm. Initially,

the grids are organised into groups, with only one grid in each group. Then at each step two

smallest groups are merged into one, continuing until the number of groups is equal to the

number of remaining processes.

Figure 4 illustrates an example of the decomposition of the computational domain. In this

example, 32 processors were used, with the colour indicating the rank of the process. Figure 4a is

a standard decomposition in which each grid is distributed among all MPI processes. Figure 4b

is an example of decomposition using the developed algorithm. As can be seen from the figures,
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the decomposition algorithm allows for an increase in the granularity of the partitioning of the

computational grids.

(a) Standart decomposition (b) Decomposition using developed algorithm

Figure 4. Decomposition of the computational domain. Color indicates the rank of the process

5. Results

5.1. Speedup

To ascertain the efficacy of the decomposition method, speedup calculations were conducted.

The findings are presented in Tab. 1 and Fig. 5. As evidenced, the deployment of the decompo-

sition method does not yield a substantial increase in speedup.

Figure 5. Graph of speedup dependence on the number of processes
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Table 1. Comparison of speedup with and without decomposition algorithm

Number of processes
Speedup without

decomposition method

Speedup with

decomposition method

2 1.94 1.61

4 3.69 2.99

8 7.05 5.64

12 9.60 8.44

16 12.37 11.49

24 16.88 16.77

48 28.68 30.02

72 40.02 41.32

5.2. Calculation of Disturbance Propagation

In order to verify the performance of the program, a series of test calculations with different

sources of disturbances were performed. Figure 6 presents a numerical simulation of disturbance

propagation within an oil structure. The simulation employs an explosion at the base of the

platform between supports as the source of disturbance, the amplitude change over time is

described by a Ricker pulse with a frequency of 100 Hz.

(a) t = 4.25 · 10−3 s (b) t = 1.125 · 10−2 s (c) t = 1.875 · 10−2 s

(d) t = 2.875 · 10−2 s (e) t = 4.125 · 10−2 s (f) t = 6.25 · 10−2 s

Figure 6. Wave disturbance propagation in the oil platform structure following an explosion
at the platform base at various time points

Additionally, one of the important directions of research in this area is to assess the structural

resilience to seismic events. For this purpose, we incorporated a representation of the Earth, a

rectangular parallelepiped of larger dimensions, into the computational domain. A plane wave

emanating from under the ground will act as a perturbation. The pulse profile aligns with the

Ricker pulse at a frequency of 10 Hz. The result of the modeling is illustrated in Fig. 7.
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(a) t = 2.8 · 10−2 s (b) t = 4.2 · 10−2 s (c) t = 4.9 · 10−2 s

(d) t = 5.6 · 10−2 s (e) t = 7.0 · 10−2 s (f) t = 8.4 · 10−2 s

Figure 7. Wave disturbance propagation in the oil platform structure during an earthquake
at various time points

In order to assess the strength characteristics of the oil platform, it is also important to

consider the distribution of stress intensity within the structure. When this value exceeds a

certain threshold value (which depends on the material in question), the body in question will

transition from an elastic state to a plastic state. This results in deformations that are no

longer reversible. Figure 8 shows that the highest intensity is observed in the upper parts of the

supports, which is opposite from the source. Additionally, a surge of stress intensity also appears

in the central part of the tops.

Figure 8. Investigation of stress distribution in the oil platform structure.
The places of the highest intensity of stresses are highlighted by color
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Conclusion

In this study, a grid model of an oil platform was constructed to simulate the propagation of

wave disturbances within its structure. Additionally, a greedy grid decomposition method was

developed to increase the computational grid’s granularity and accelerate the computational

process.

In order to evaluate the strength characteristics of the structure, calculations were performed

to assess the impact of potential disturbance sources, such as explosion and seismic loading.

During the test calculations, no defects were detected, indicating that this grid construction

approach is applicable to the problem. Tests have shown that the use of the developed method

of grid decomposition does not result in a significant speedup in comparison with the default

decomposition. One potential explanation for this observation is the unequal distribution of load

among the processes.

The next step will be to conduct a detailed analysis of the obtained results, focusing on

identifying the factors that may limit the speedup potential.
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This paper explores advanced parallelization strategies for simulating ultrasonic wave prop-

agation in composite materials considering their complex microstructure. The grid-characteristic

method and the use of Chimera grids in the simulations allow us to represent the composite ma-

terial as an isotropic, linear-elastic medium and focus on improving the computational efficiency

through efficient grid partitioning techniques. We used MPI (Message Passing Interface) technology

on a high-performance computing cluster to test different methods for distributing computational

grids across multiple processes. Our results highlight that partitioning grids according to mate-

rial fiber layers improves the performance, especially when the number of processes matches the

number of composite layers. This method not only provides better load balancing but also reduces

communication overhead, making it the most efficient strategy tested. We present a comprehensive

comparison of execution times and speedups for different partitioning approaches. Future work

will aim to extend the study by increasing the number of layers and exploring how this approach

scales with more complex and heterogeneous microstructures, potentially identifying further opti-

mizations for parallel modeling.

Keywords: composite material, microstructure, grid characteristic method, parallelization.

Introduction

The accurate modeling of ultrasonic wave propagation in composite materials is essential

for non-destructive evaluation (NDE) [4, 21], material testing, and structural health monitoring

in industries such as aerospace [5, 12, 18], automotive [6, 22], and civil engineering [19, 23, 24].

Composite materials, due to their complex microstructures, require advanced computational

approaches to capture the interactions between waves and internal structures, including fibers,

voids, and other inclusions. These materials are typically heterogeneous, with varying elastic

properties across different regions, making the wave propagation behavior significantly more

complex compared to homogeneous materials.

Traditional numerical methods like the finite element method (FEM) and finite difference

time domain (FDTD) are widely used in simulating ultrasonic waves in various materials [9, 10,

20]. However, when applied to composite materials, these methods often face limitations in terms

of accuracy and computational efficiency, especially when high-frequency waves interact with fine

microstructural features. The computational cost grows rapidly with the need to model small-

scale features across large domains, particularly when simulating ultrasonic wave propagation

at high frequencies or through intricate microstructures. Moreover, FEM and FDTD approaches

often require complex meshing strategies, which can introduce errors and significantly increase

computational overhead in handling boundary conditions between different material phases.

An alternative approach to simulating ultrasonic wave propagation in composite materials

involves the use of anisotropic material models [2, 17, 25]. They are advantageous for representing

the material’s mechanical behavior with less need for complex meshing. However, their main

drawback is the limited accuracy in handling intricate microstructural interactions, especially
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when fibers are oriented differently. High-precision methods like FEM offer better resolution

for wave phenomena at fine scales, such as reflection and diffraction at material interfaces.

Consequently, anisotropic models are less effective for simulations requiring detailed accuracy in

complex microstructures.

To address these challenges, more advanced numerical techniques have been proposed,

including the use of grid-characteristic methods (GCM) [15, 16] and Chimera grid ap-

proaches [8, 14], which have demonstrated significant potential in improving both the accuracy

and scalability of wave propagation simulations in complex media [1, 3]. The grid-characteristic

method provides a more natural way to handle wavefront propagation across material interfaces,

allowing for higher accuracy in capturing reflection, refraction, and diffraction phenomena. By

integrating Chimera grids, which allow the computational domain to be divided into overlap-

ping subdomains with independent grids, it becomes possible to model composite materials with

complex microstructures in a more efficient and flexible manner [13, 14].

Despite these advances, large-scale simulations of wave propagation in composite materials

remain computationally demanding. The high-resolution grids required to accurately model the

material’s microstructure, coupled with the need for long simulation times to capture wave

interactions, make these problems difficult to solve on single-node machines. For instance, when

modeling ultrasonic wave propagation at high frequencies in a composite material with multiple

layers or complex fiber orientations, the memory and computational power required can far

exceed the capabilities of even high-end workstations. This is particularly true for non-destructive

evaluation (NDE) and structural health monitoring applications, where high precision is required

to detect flaws or defects within the material.

Given these challenges, parallel computing has come to the forefront to achieve acceleration

of large-scale simulations. In particular, the use of distributed memory parallelization techniques,

such as those enabled by Message Passing Interface (MPI), has become critical for solving these

computationally intensive problems [7]. In our problem, it is possible to divide the computa-

tional grid between several processors, which allows scaling the simulation on high-performance

computing (HPC) clusters. By distributing the computational load across multiple nodes, each

with its own memory and computing unit, MPI enables high-resolution simulation of ultrasonic

waves in problems with huge scale and many complex structures, such as composite materials.

In this study, we explored several grid parallelization approaches to achieve optimization in

multilayer composite modeling. We have two types of computational grids describing both the

fibers and the matrix within the composite, which can be partitioned in different ways for paral-

lel processing. One common approach is uniform grid partitioning, where the domain is divided

into equally sized subdomains. This approach is generally easy to implement, but may not be

as efficient when applied to composites with highly heterogeneous microstructures. For exam-

ple, uniform partitioning may result in some processors processing regions with complex fiber

arrangements, while others process simpler regions, leading to load imbalances and ultimately

reducing overall efficiency.

One of the most effective strategies, especially for multilayer composites, seems to be grid

partitioning based on the natural structure of the material. This approach partitions the grid

according to the arrangement of fibers in each layer, and this allows for a more even distribution

of the computational load. In addition to evenly distributing the computational work, it is also

important to minimize communication with other threads. This is especially effective when the
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number of processes is a multiple of the number of layers, as it avoids sharing fibers from the same

layer between different processes and minimizes the overhead of inter-process communication.

The performance of the uniform, layered-based, and hybrid partitioning strategies was eval-

uated using an HPC cluster. Each node in the cluster was equipped with dual-socket Intel

Xeon processors and 256 GB of RAM. Performance metrics including execution time, speedup,

and efficiency were measured as the number of processes varied. The results showed that the

layer-based grid partitioning outperformed the uniform approach, especially as the number of

processes increased.

By aligning the grid partitioning with the composite material structure, the layer-based

approach achieved better load balancing and higher computational efficiency. A speedup analysis

that compares the execution time with multiple processes to the execution time with a single

process showed that the layer-based method provided improvements, especially when the number

of processes was a multiple of the number of layers in the material. Of further interest is how

the efficiency depends on the number of composite layers and the area of the material being

modeled.

The paper is structured as follows. The Methods section describes our methods for mod-

eling ultrasonic wave propagation, including the grid-characteristic approach and MPI-based

parallelization. The Results section outlines the experimental setup and analyzes the results of

different grid partitioning strategies. The conclusion and future directions are presented in the

Conclusion section.

1. Methods

In this section, we provide a more detailed description of the methods used to model ul-

trasonic wave propagation in composite materials. The main focus is on the integration of the

grid-characteristic method (GCM), Chimera grids, and parallelization techniques using MPI.

1.1. Grid-Characteristic Method (GCM)

In our study, the governing equations for wave propagation in linear elastic materials, such

as fiber materials, form the system:

ρv̇ = (∇ · σ)ᵀ , (1)

σ̇ = λ (∇ · v) I + µ (∇⊗ v + (∇⊗ v)ᵀ) , (2)

where v is velocity vector, σ is Cauchy stress tensor and λ, µ are Lamé constants characterizing

the properties of the material.

This is a system of first-order hyperbolic partial differential equations, which can be trans-

formed to the folowing representation:

∂u

∂t
+A

∂u

∂x
+B

∂u

∂y
+ C

∂u

∂z
= 0, (3)

where u represents the vector of unknowns (displacement and stress), and A, B, and C are

coefficient matrices that depend on the material properties (e.g., density, elastic moduli).

GCM solves this system of equations by propagating information along the characteristic

directions of the system using a structured grid that can be adapted to the geometry of the

composite material. This approach is particularly effective in capturing wave reflections, trans-

missions, and interactions at interfaces between different materials within the composite.
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In this work, free boundary conditions are applied at the outer boundaries of the computa-

tional domain. In addition, a no-slip condition is used to describe the interaction between the

fibers and the surrounding matrix, simulating the physical adhesion between these components.

These boundary conditions are conveniently taken into account by GCM, since the method han-

dles such conditions naturally without the need for complex meshing or computational costs,

preserving accuracy and simplifying the simulation setup.

1.2. Structured Curvilinear Grids

In fiber-reinforced composites, the fibers often have complex curved geometries. To accu-

rately model the geometry and capture fine details of wave interactions, we use structured

curvilinear grids. These grids allow us to represent the fibers and surrounding matrix with high

accuracy without requiring excessive grid refinement in regions away from the interfaces.

To create curved grids, we map the physical domain of the composite material onto a

reference domain using a transformation that preserves the geometric features of the fibers and

matrix. This transformation is applied to the system of governing equations, yielding a modified

set of equations that account for the curved nature of the grid. The coefficients of the transformed

system are dynamically updated based on the Jacobian of the mapping at each grid point, as

described in [8].

1.3. Chimera Grid Integration

One of the key innovations of our method is the integration of Chimera grids into the GCM

framework. Chimera grids are overlapping grids that allow different regions of the composite

material to be modeled independently at different grid resolutions. This is particularly useful

when dealing with the heterogeneous nature of composite materials, where certain regions (e.g.,

near fibers) require finer grids, while other regions (e.g., in the matrix) can be modeled with

coarser grids.

In our simulations, the background grid represents the global structure of the composite ma-

terial, while individual Chimera grids are used to model individual fibers or other microstructural

features at higher resolution. The Chimera grids are overlapped by the background grid, and

the solution is interpolated between the grids at each time step.

Figure 1 illustrates the region of interest in the laminated composite material, where the

computational grids were constructed. The background grid is shown in blue and the fibers are

depicted in gray. The corresponding material parameters for this region are detailed in Tab. 1.

Table 1. Elasticity parameters of materials

Material cp, m/s cs, m/s ρ, kg/m3

Fiber 4003 3004 2000

Matrix 2553 1194 1160

Using Chimera grids allows us to focus computational resources on regions of interest, such

as interfaces between materials, while maintaining the overall accuracy of the simulation.

Additionally, the independent nature of the Chimera grids lends itself well to parallelization,

as the computations in each grid can be performed independently and then the results are

interpolated back onto the background grid.
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Figure 1. Representation of the structure of a composite material in the problem domain

1.4. Parallelization Using MPI

Given the complexity of the problem and the need for high-resolution simulations, paral-

lelization is essential for achieving reasonable computation times. In our study, we employed

MPI (Message Passing Interface) for the simmulation process parallelization across multiple

processors in a distributed memory high-performance computing (HPC) cluster.

1.4.1. Parallelization strategy

Several parallelization strategies have been considered as a means of dividing the computa-

tional domain among several processes. These strategies include:

1. Uniform Grid Division (Fig. 2): In this approach, the computational grids are divided into

uniform subdomains, with each subdomain assigned to a different process. This method is

simple to implement but can lead to load imbalances, particularly in regions with complex

microstructure, where some processes may have significantly more work than others.

Figure 2. Uniform grid division (four colors correspond to four different processes)

2. Layer-Based Division (Fig. 3): Given the layered structure of many composite materials, we

explored a parallelization strategy that divides the computational domain by layers. Each

process is responsible for simulating one or more layers of the composite, with the number
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of layers assigned to each process determined based on the total number of processes. This

approach is particularly effective when the number of processes is a multiple of the number

of layers, as it ensures a balanced distribution of the workload. The layer-based division

strategy proved to be the most successful for our simulations. By aligning the computational

grid division with the physical structure of the material (i.e., the location of fibers and matrix

layers), we were able to achieve better load balancing and minimize communication overhead

between processes.

Figure 3. Layer-based division (four colors correspond to four different processes)

3. Hybrid Approach (Fig. 4): The idea here was to combine uniform grid partitioning and

layer-based partitioning to achieve more flexible parallelization. For example, within each

layer, the domain could be divided into smaller subdomains, which are then assigned to

individual processes. This hybrid approach allowed us to gain a broader understanding of

how each approach impacts the overall performance.

Figure 4. Hybrid approach division (four colors correspond to four different processes)

1.4.2. Communication and synchronization

MPI-based parallelization involves communication between processes to exchange informa-

tion about the solution at the boundaries of each subdomain. In case of uniform grid division,
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this communication occurs at the boundaries of each subdomain, where processes must ex-

change information about the displacement and stress fields. In the case of layer-based division,

communication occurs between the processes responsible for adjacent layers.

To minimize the communication overhead, we implemented a non-blocking communication

scheme using MPI’s MPI Isend and MPI Irecv functions. This allows processes to continue

computations while waiting for communication to complete, thereby reducing idle time and

improving overall efficiency.

Synchronization between processes is required at each time step to ensure that the solution

is consistent across the entire domain. This is particularly important when using Chimera grids,

as the solution on each grid must be interpolated onto the background grid before proceeding

to the next time step.

1.4.3. Performance metrics

To evaluate the performance of our parallelization strategies, we measured the execution

time, speedup and efficiency for various configurations of processes and grid divisions. The

speedup is defined as the ratio of the execution time on a single process to the execution time

on multiple processes:

Speedup =
T1
Tp
,

where T1 is the execution time on a single process, and Tp is the execution time on p processes.

The efficiency is defined as follows:

Efficiency =
Real Speedup

Linear Speedup
.

Our results, discussed in detail in the Results section, show that the layer-based division strategy

provided the best performance, particularly when the number of processes was a multiple of the

number of layers. This strategy also scaled well with increasing numbers of processes, achieving

near-linear speedup in many cases.

2. Results

As a test case, we considered the problem of an elastic wave propagating through the cross-

section of a composite material. A more detailed problem setup can be found in [13]. Solving

this problem required approximately 50 GB of RAM due to the large number of computational

grids, making the use of a cluster necessary. Figure 5 represents the speed field over the part of

vertical cross-section of the composite material.

A comparison of execution time, speedup, and efficiency for different parallelization ap-

proaches with varying numbers of processes revealed similar results across methods (Fig. 6).

However, the layer-based grid partitioning approach demonstrated better efficiency, particularly

as the number of processes increased. Previous works on parallelizing composite grids for other

types of problems showed less favorable results for the layer-based approach [11]. In contrast,

the specific characteristics of our problem allowed us to achieve a significant performance im-

provement using this method.

It is important to note that parallelization in this context is particularly challenging, as the

fibers, each assigned separate Chimera computational grids, are oriented in different directions.
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(a) t = 9× 10−6 (b) t = 1.8× 10−5

(c) t = 2.7× 10−5 (d) t = 3.6× 10−5

(e) t = 6.3× 10−5 (f) t = 7.2× 10−5

Figure 5. Field ||v|| in the vertical section of composite at different moments of time t

This orientation complexity makes it difficult to group closely related grid elements into a single

process, further complicating the parallelization strategy.
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Figure 6. Metrics for different approaches depending on the number of processes

Conclusion

This study presents a novel parallelization approach for simulating ultrasonic wave propa-

gation in composite materials, specifically focusing on optimizing grid partitioning based on the

materials microstructure. The layer-based division strategy, when aligned with the fiber layout

of the composite, provides better performance, especially in cases where the number of processes

matches the number of layers. Future work will focus on scaling these methods for more complex

composites and exploring additional parallelization strategies.

By integrating the grid-characteristic method with MPI-based parallelization, we have laid

the foundation for more efficient and accurate simulations, enabling better predictive capabilities

for non-destructive testing and structural health monitoring in composite materials.
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This paper presents a new algorithm for parallelizing the grid-characteristic method in shared-

memory systems. The OpenMP task parallelism mechanism is used for parallelization. A modifica-

tion of the grid-characteristic method is considered that uses a set of overlapped grids to determine

a complex heterogeneous structure of the computational domain. The complexity of parallelizing

the algorithm is represented by the presence of many different-sized grids. The proposed algorithm

is described and compared with basic parallelization algorithms. Basic algorithms mean separate

parallelization within each computational grid using the loop parallelization mechanism. An anal-

ysis of the efficiency of the post-doubling and parallel algorithms is performed. The advantage

of the proposed algorithm for a number of problems is demonstrated. The results of testing and

calculating the propagation of wave disturbances in a fractured layer are presented. Each crack

in the example is specified by a separate computational grid, which significantly increases the

multi-scale problem and the number of computational grids. Work is underway to transfer the

algorithm to the three-dimensional case.

Keywords: grid-characteristic method, OpenMP, task based parallelism, overset meshes, geo-

logical fractures.

Introduction

Modeling of elastic and acoustic processes in two-dimensional and three-dimensional media

is a frequently encountered problem. Thus, questions of propagation of dynamic wave distur-

bances arise in a wide range of problems of mathematical physics. These include problems of

seismic exploration, geophysics, non-destructive testing, ultrasound and others. For the numer-

ical solution of this kind of problem, a sufficiently large number of approaches already exist.

The best known approaches include finite difference method, finite element method and spectral

method. They all have their strengths and weaknesses, as well as the classes of problems they

are best suited for. There are methods on unstructured and structured grids. For unstructured

grids, finite element methods, spectral methods and discontinuous Galerkin method [13] are

more typical. Finite difference methods are more common on structured grids [11, 25]. In some

cases, the use of one or another approach is preferable. The works [5, 18] show that for solv-

ing seismic problems on sufficiently large computational grids, it is preferable to use structured

grids. The method we use is called the grid-characteristic method [9] on the rectangular grids.

It is well suited for computer simulations and is characterized by the simplicity of setting the

area of integration and the ability to work with multiple meshes (chimera grid method) [23].

This method is also widely used to solve various problems of mathematical physics [15, 16] and

in some cases has advantages over other calculation methods [5].

When solving numerical problems of dynamic disturbances in heterogeneous media, there

is a need to use sufficiently large computational grids. Using such grids leads to significant

time costs for performing calculations. To ensure acceptable time for solving the problem, it is

necessary to use modern parallelization technologies. For modeling we use a software package

developed by us that supports parallel execution in shared memory systems and distributed
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clusters [12]. This software package is parallelized on systems with distributed memory using

MPI technology [14, 22]. On systems with shared memory, OpenMP technology is used [10].

Previously, when using this technology, parallelization was implemented using mechanisms for

parallelizing cycles of the for type. The purpose of this paper is to investigate the possibility

of using the task model that appeared in new versions of the OpenMP specification and to

compare the efficiency of the implementation using this model with the previously performed

implementation using the functionality of older OpenMP standards.

The work is organized as follows. Section 1 describes the numerical methods and mathemati-

cal model. Section 2 describes the implementation of the numerical algorithm and parallelization.

Section 3 presents the results of testing the parallel algorithm. Practical Example presents exam-

ple of calculating a seismic model with fractures. Conclusion summarizes the study and points

directions for further work.

1. Computational Method

1.1. Elastic Wave Model

Elastic wave propagation is described using the Cauchy-Green tensor [24]

εi,j =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

+
∑

l

∂ui
∂xl

∂uj
∂xl

)
. (1)

We are assuming all displacements to be small, therefore second derivatives can be ignored.

Newton’s second law and Hooke’s law take the following forms

ρ
∂2ui
∂t2
−
∑

j

∂σij
∂xi
− fi = 0, (2)

σij =

3∑

k=1

3∑

l=1

Cijklεkl. (3)

Tensors ε and σ are symmetric, so C can be transformed to a matrix using Voigt nota-

tion [26]. Moreover, in isotropic media this matrix can be fully defined using only two parameters:

λ and µ, known as Lamé parameters

Cαβ =




λ+ 2µ λ λ 0 0 0

λ λ+ 2µ λ 0 0 0

λ λ λ+ 2µ 0 0 0

0 0 0 µ 0 0

0 0 0 0 µ 0

0 0 0 0 0 µ




. (4)

Defining equation system can be simplified to the following

ρ
∂~v

∂t
= (∇ · σ)ᵀ + ~f,

∂σ

∂t
= λ(∇ · ~v)I + µ(∇⊗ ~v + (∇⊗ ~v)ᵀ).

(5)
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1.2. Grid-characteristic Method

Equation system (5) can be written as single matrix equation with variable vector [9]

q =
[
v1 v2 v3 σ11 σ22 σ33 σ23 σ13 σ12

]ᵀ
. (6)

After grouping derivatives along coordinates, it takes the following form

∂

∂t
q−A1

∂

∂x1
q−A2

∂

∂x2
q−A3

∂

∂x3
q = 0. (7)

We can split this equation into 3, i.e. 1 along each axis [17]

∂

∂t
q = Ai

∂

∂xi
q. (8)

Original grid-characteristic method [21] is based on solving the equation system using the

transfer along the characteristics, but we are using the modification, which is more suitable for

computer modelling. Since the original equation system is hyperbolic, all matrices Ai have a full

set of eigenvalues and eigenvectors. Therefore, they can be diagonalized: Ai = Ωi
−1ΛiΩi. We

can replace the variable again: ωi = Ωiq and the equation takes the following form

∂

∂t
ωi + Λiωi = 0. (9)

Matrix Λi is a diagonal matrix of eigenvalues, so the matrix equation can be split into inde-

pendent equations for each component of ω. Moreover, each of those equations is an advection

equation, which can be easily solved using finite-difference schemes.

1.3. Boundary Conditions

Applying the procedure described above to the nodes lying near the boundary of the in-

tegration area involves some additional steps. As it was mentioned, grid-characteristic method

is based on transferring the values along the characteristrics. For boundary nodes some of the

characteristics are outgoing (i.e., the values we need to transfer are coming from outside the

grid). To do a simulation step in these nodes, we need to define the boundary conditions and

calculate the values using them.

We model only linear boundary conditions. They have the following form [7]

Bq(t+ τ) = b. (10)

Now we can split the replacement into two summands, corresponding to the inner and outer

characteristics
~q(t+ τ, ~x) = Ωint~ωint(t+ τ, ~x) + Ω(∗)out~ωout(t+ τ, ~x) =

= ~q int(t+ τ, ~x) + Ω(∗)out~ω(t+ τ, ~x).
(11)

Expressing ~ωout(t + τ, ~x) from the boundary condition formula gives the following form of

the equation

~q(t+ τ, ~x) = ~q int(t+ τ, ~x) + Ω(∗)out
(
BΩ(∗)out

)−1
(b−B~q int(t+ τ, ~x)). (12)

During the modeling the summand corresponding to the inner characteristics is calculated

from the known node values and the summand corresponding to the outer characteristics is
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calculated and taken into account later during the value correction. It is made possible by the

fact that we do not use ω values in the boundary conditions, all the operations are done using

the “real” values (q).

Some boundary conditions and the process of their modeling is described with more details

in [8, 9]. It is also worth mentioning, that modeling an absorbing boundary is complicated.

Modeling it with linear boundary conditions is possible, but the boundary has a noticeable

reflection. A better way to model it is to use a Perfectly Matched Layer (PML) as described

in [2, 20, 27].

1.4. Chimera Grids

Grid-characteristic method can be used for simulation using both structured and unstruc-

tured grids. However, simulations in unstructured grids require significantly more computational

resources. Moreover, often the simulation area is mostly homogeneous and only contains a few

subareas, where inhomogenieties are located. Accurate modelling in these subareas requires cov-

ering them with grids that have a small spatial step, but covering the whole integration area

with a grid with a step this small is a waste of computational resources. Methods, that use

unstructured meshes, like finite elements method [19, 28], solve this by simply making a grid

more detailed where it is needed, but we are working with rectangular and preferably structural

grids, so cannot follow this path.

The method we are using is known as a chimera grid method [3, 4]. It is based on using

multiple grids: a coarse grid, known as “main”, that covers the whole area and a set of fine

grids, that cover the areas where we need to do the modeling more accurately. The main grid is

structured, while additional grids (we call them overset grids) can be structured or unstructured.

We are using interpolation to transfer the values between grids.

It is worth mentioning that we are not limited to just one singular main grid, it can be

decomposed into blocks or we can have several main grids and transfer the values between

them. Moreover, overset grids can be nested, and this is useful in situations like modeling a

crack cluster.

2. Implementation

2.1. Solver Design

The modeling software package was designed to support both elastic and acoustic processes,

multiple finite-difference schemes and flexible configuration without rebuilding. The class, re-

sponsible for modeling iterations is the Solver class. This class owns a set of GridContainer

class instances, which represent grids, and a set of GridCorrector instances for grid contacts.

Each GridContainer holds everything needed to make a simulation step in a grid: a Grid, a

Schema and 8 sets of GridCorrectors (1 set of correctors and 1 set of fillers for each coordinate

axis, a set of fillers and a set of correctors that are applied during a step over all axes).

Grid class is responsible for storing data, related to grid nodes or the whole grid. It supports

both structured and unstructured curvelinear rectangular grids. Node data is stored in ZYX

order (X is the fast axis) and uses array-of-structs layout.

Scheme class is responsible for doing a simulation step on the nodes of a grid. It is a tem-

plate class, parametrized by Transformer and Reconstructor. During the simulation step,
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Transformer class is used to convert node values to ω. After that Reconstructor is used to

calculate new ω values, and finally Transformer is used to calculate new node values from

them. This split allows us to reuse finite-difference schemes, implemented as Reconstructors

for modeling other physical processes.

Our implementation distinguishes between three types of GridCorrectors: fillers, correctors

and contacts. Fillers are used to fill ghost nodes – nodes that lay near the edges of a grid

chunk. They are mainly used to transfer values between parts of a grid in multi node cluster

environments. Correctors are manipulating values in grid nodes and are used to implement

boundary conditions, material property changes, destruction and inhomogeneities. Contacts are

affecting multiple grids at once. Their use cases include interpolation in chimera grid approach

and contacts between elastic and acoustic media.

2.2. Parallel Implementation

For parallel execution in shared memory we are using OpenMP [6].

As described above, we are doing simulation steps in turns over different axes, and a step

for each axis is split into several subtasks: applying predictor and corrector contacts, applying

boundary conditions and fillers, doing the step in grids.

Predictor and corrector contact application is similar, and the only difference is when it

is done (before or after the grid step). Correctors are different from everything else, because

they impact multiple grids at once. To avoid data races and ensure the correct results, we are

enforcing the order of corrector applications. This is done using OpenMP task dependencies.

Each corrector creates a task and declares that this task depends on the grids it is using in some

way. For example, interpolation from one grid to the other declares that the first grid is an input

dependency and the second is an output dependency. This allows OpenMP runtime to construct

a task dependency graph, preventing multiple contacts from trying to write into the same grid

at the same time or using the data that should be but is not yet updated by some contact as an

input for the other contact. These constraints are actually very strict and can be relaxed a bit

in some cases, for example if the node values near the left border of the grid are interpolated,

values in nodes near the right border can be used in some other corrector. On the other hand,

this dependency planning upgrade is hard to implement, because to do it, we need some kind of

decomposer, like the one used for MPI. From our observations, applying grid contacts accounts

for too small a percentage of the total simulation time for this feature to be a high priority, that

is why we have not implemented it yet.

Boundary conditions are applied independently for each grid and are generally only taking

a little time, therefore we are generating 1 task per grid to apply all boundary conditions to it.

If in future boundary condition parallelism disbalance starts being an issue, we can switch to

generating separate tasks for each boundary condition, but for now it does not really affect the

simulation time.

Simulation step in each grid is also done independently from other grids, but there are

some nuances. Step on the X axis is relatively simple. We are using a 5-point scheme, so for

each grid node we update the value using 2 nodes to the left of it and 2 nodes to the right.

Grid-characteristic method involves three phases for each node: transformation, reconstruction

and increment. During the transformation phase, stress and velocity in the node and two of its

neighbors on each side are converted to interim values called ω. We will refer to these values as

ppw, pw, w, nw and nnw. During the reconstruction phase, a new ω value is calculated for the

Leveraging OpenMP Tasks for Efficient Parallel Modeling of the Elastic Eave...

82 Supercomputing Frontiers and Innovations



node. Finally, the increment phase calculates new stress tensor and velocity from the new ω.

After that this process is repeated for the next node. It is important to note that for this node we

have already calculated 4 out of 5 ω values: pw, w, nw and nnw for the previous node are ppw,

pw, w and nw for the next one correspondingly. Therefore we only need to calculate the value of

nnw, and that will suffice for the reconstruction and increment. Parallel implementation of the

step along the X axis consists in splitting the grid into stripes and generating an OpenMP task

for each stripe. The task is doing a step for each row in the grid in its stripe. Since stripes do not

overlap, these tasks are independent. Doing the step over the Y axis is more tricky. Since we are

storing grid nodes in row-major layout (X is the fast axis), doing the step over the X axis naively

is utilizing the CPU cache properly: next values, fetched into the cache from memory correspond

to the next nodes we are going to work with. This is no longer true for the Y axis: trying to

do a steps over all nodes in a column results in reading from 5 different memory locations and

therefore many cache misses. To address this issue, we are using a different approach. Initially,

the grid is again split into stripes on the Y axis, and each stripe is assigned its own OpenMP task.

Inside the task we are doing the same phases: transformation, reconstruction and increment,

but they are done not for individual nodes, but for whole rows at once. Figure 1 shows how this

split works.

Figure 1. Illustration of splitting mesh to stripes and lines for which ω values are calculated

at the initialization for each stripe
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Since we are using the 5-node scheme, updating the last 2 rows in a stripe depends on the

ω values of two first rows in the next stripe, referred to as aw and aaw in Fig. 1. We need to

calculate these values in advance, since later they can be overwritten by a different task. But

the ω values for these rows are also used as w and nw for the first 2 rows of the next stripe. This

allows us to avoid computing them twice and simply copy them at the beginning. To balance the

workload between the threads better, the number of tasks assigned for each grid is dynamically

computed. At the beginning of the simulation we are only assigning 1 task for each grid, and

measuring the time this task takes to complete. After that we use this time as a weight, and

assign the number of tasks for each grid according to these weights. To avoid the unnecessary

overhead, we also factor in sizes of grids, because small grids cannot efficiently utilize many

tasks.

3. Testing

3.1. Problem Statement

To test the solver performance, we simulated a two-dimensional elastic wave propagation

in homogeneous medium. Integration area was split into 20 tiles, each tile was described by a

single grid. Each tile contained three nested grids with half the spacing, within one of which

were also three nested grids with half the spacing (i.e., quarter the spacing of the main grid).

An illustration of grid arrangement is presented in Fig. 2.

Figure 2. Problem statement illustration

Table 1. Grid sizes

Grid Spacing (meters) Size (nodes)

tile 2 260× 160

o1 1 240× 240

o2 1 40× 240

o3 1 40× 240

i1 0.5 320× 80

i2 0.5 160× 160

i3 0.5 80× 200
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3.2. Testing Environment

Performance testing was conducted on a server with 256Gb DDR4 RAM and two 12-core In-

tel Xeon processors (hyperthreading enabled), running Linux 6.8.0 kernel and Ubuntu 24.04.

Two compilers were used for testing: g++ 13.2.0 from the GNU Compiler Collection and

icpx 2024.2.0 from the Intel OneAPI kit (based on clang++ from the LLVM project). These

compilers use different OpenMP runtimes, and we were interested in checking whether it will

have a significant impact on parallelization.

We did not use any manual CPU affinity configuration and allowed system scheduler and

OpenMP runtimes to select processors and cores for threads according to their algorithms.

3.3. Testing Results

Figure 3. Testing result plots

We have conducted the testing varying the number of threads used by the program from 1 to

40. We have also tried using more threads, but the results were noisy and unreliable. Final time

for each number of threads was calculated as an average of 3 runs to accommodate for possible

external condition changes like CPU clock multiplier decrement caused by overheat. Since the

simulation consists of multiple repeated steps, we do not need many runs for averaging the time

and preventing the impact of short-term fluctuations.

We have measured the durations of different simulation stages separately, as well as the total

simulation time, the plots are presented in Fig. 3. As we can see, task-based parallelism shows

similar results to the simple parallel for of stepX. On stepY it significantly outperforms the

näıve version, and has roughly the same perofrmance as the stepX. ApplyContacts stage was
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not parallelized before, and plots show that while it can benefit from parallel implementation,

the number of threads it can use efficiently is low, and the time save is also relatively small.

We can also see that icpx-compiled solver performs slightly better than g++-compiled, but

they do not have any significant difference in parallelizm efficiency. From this we assume that

different OpenMP runtimes do not have any significant impact on the performance of our appli-

cation, and the difference in performance is caused by icpx doing optimization and vectorization

slightly better.

3.4. Performance Analysis

To identify the bottlenecks, we have conducted an additional performance analysis. For this

purpose we have disabled the hyper threading and ran a simulation with 20 threads limitation

with an increased number of time steps.

According to the Intel VTune [1] statistics, serial execution time is approximately 9% of the

total simulation duration, therefore most performance-critical operations are already executed

in parallel regions, and the performance cannot be significantly improved by parallelizing serial

regions.

Figure 4. Thread activity histogram

Figure 4 shows the histogram of thread activity. From this histogram we can see that thread

workload imbalance is noticable, but not critical. This means that our heuristics might need

some tuning in future, but this is not the main performance bottleneck. Intel VTune estimates

the potential performance gain here to be around 8%.

Figure 5. Microarchitecture exploration
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Microarchitecture analysis shows (Fig. 5), that there are many backend-bound pipeline slots.

Since the simulation consists of different stages, it is important to explore the bottlenecks in

each of them. Table 2 contains the detailed data.

Table 2. Microarchitecture metrics of different operations

OmegaX OmegaY reconstruct incrementX incrementY

Retiring 7.10% 16.70% 68.70% 53.30% 61.40%

Frontend Bound 0.20% 1.40% 0.50% 0.80% 0.90%

Bad speculation 1.10% 1.70% 0.00% 6.00% 3.40%

Backend Bound 91.50% 80.20% 30.80% 39.90% 34.30%

Memory 74.10% 61.10% 9.30% 11.40% 7.10%

L1 Bound 14.70% 0.00% - - -

L2 Bound 39.20% 33.90% - - -

L3 Bound 0.00% 6.40% - - -

DRAM Bound 15.80% 30.70% - - -

Bandwith 41.90% 80.40% - - -

Latency 49.80% 11.60% - - -

Store Bound 0.00% 1.10% - - -

Core 17.40% 19.10% 21.50% 28.50% 27.20%

Divider 0.00% 0.80% 0.30% 20.00% 27.90%

Port utilization 16.40% 20.30% 49.10% 32.80% 41.20%

0-port 66.60% 68.80% 21.60% 12.30% 14.30%

1-port 19.50% 15.40% 24.70% 16.50% 10.90%

2-port 13.90% 7.00% 24.10% 17.10% 26.70%

≥3-port 7.50% 16.30% 25.10% 48.10% 51.50%

From this table we can see that OmegaX and OmegaY (transformation phase) are memory-

bound, while reconstruct, incrementX and incrementY are utilizing the microarchitecture

efficiently, but could benefit from better vectorization.

NUMA remote accesses stand for approximately 44% of all memory access operations, but

NUMA access latency does not play a significant role in overall solver performance.

Practical Example

Using the software we developed, we have simulated the elastic wave propagation in a

fractured layer. The simulated area size was 3000×500 meters. The area contained 30 fractures,

80 to 82 meters long, all at the same depth, but varying angles. Apart from fractures, the

medium was isotropic with Cp = 2698 m/s, Cs = 1730 m/s and ρ = 2259 kg/m3.

The main grid size was 15360× 2560 nodes with a grid step 0.196 m along both axes. Each

fracture was modelled using an additional 417× 9 nodes grid.

The time step of the simulation was 5 ·10−5 s, and a total of 12000 time steps were modelled.

The wave originated from a point source near the middle of the area. Ricker wavelet was used

as a source function.

Figure 6 shows the wavefield images 50, 100, 150, 200, 250, 300 and 400 ms after the source

activation.
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Figure 6. Wavefield snapshot at different time moments

Since the main grid has significantly more nodes than all crack grids combined, we did not

observe any substantial reduction of the total simulation time. Nevertheless, we have confirmed

that the new implementation does not introduce any computational errors or performance degra-

dation. We have also observed the performance improvement in the crack and contact simulation

phases, as it was expected.

Conclusion

This paper proposes a novel algorithm for the parallelisation of dynamic wave processes in

heterogeneous media. The grid-characteristic method was employed as a numerical technique

for the resolution of the resulting system of partial differential equations. The distinctive feature

of this approach was the utilization of overset chimera meshes. The aforementioned factors

contributed to the complexity of parallelisation, given the unstructured nature of the links

between the computational meshes and the variability in mesh size. The proposed algorithm is

based on the OpenMP task parallelisation mechanism and has been implemented and tested.

The results of this testing have demonstrated the efficacy of the proposed algorithm. Work is

currently underway to extend the algorithm to three-dimensional scenarios.
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A computational framework for the generation of a synthetic pulse wave database is developed.

This framework demonstrates the feasibility of generating large-scale, high-fidelity virtual patient

cohorts for biomedical research. Pulse waves are generated using a one-dimensional hemodynamic

model of the systemic circulation coupled with a model of the left heart. Each virtual patient

in the database is defined by a set of physiological parameters, including systolic and diastolic

blood pressure, stroke volume, and heart rate. The parameters are optimized to match the desired

outputs by solving an inverse problem using the Unscented Kalman Filter (UKF). The UKF is

selected for its ability to accurately and efficiently estimate parameters in nonlinear systems. The

generation of a single virtual patient requires between one and several hundred iterations of the

UKF, depending on the complexity of the desired outputs. To meet the computational demands of

generating a database with thousands of virtual patients, a computing cluster with 24 CPU nodes,

each containing 52 cores, is employed. Two levels of parallelization are implemented, resulting in

a speedup factor of 8.

Keywords: Unscented Kalman Filter, hemodynamic model, inverse problem, synthetic data

base, virtual population, parallel computing, high-performance computing.

Introduction

Synthetic patient cohorts are becoming increasingly popular in clinical trials. They make it

possible to generate synthetic data that is very close to real data, without having to deal with

financial costs or ethical restrictions. Synthetic data can be used to design clinical trials, develop

novel educational tools, or perform preliminary tests of various diagnostic techniques. This is

particularly important in the age of data mining and artificial intelligence. Synthetic databases

can be generated with machine learning and neural networks, or they can be used to train a

new diagnostic method based on machine learning.

There are many ways to generate synthetic patient data. Some of them are based on sta-

tistical simulations [13, 14]. These methods analyse existing real patient cohorts and look for

different patterns and distributions that can be used to generate a new virtual patient. Another

approach is based on mathematical models of physiological processes [2, 7]. In this case, we

assume that the process can be described by a system of differential and/or algebraic equations.

Each virtual patient is associated with a set of input parameters. Once the input parameters

are defined, we can solve the system of equations and calculate physiological characteristics:

pulse waves [7], blood pressures [21], body weight changes [11], etc. It can be expensive or time-

consuming to measure these characteristics in large numbers of patients. An example of this

approach are synthetic pulse wave databases generated using blood flow models [7, 24].
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Synthetic pulse wave databases consist of thousands of virtual patients with unique charac-

teristics: blood pressure, heart rate, stroke volume, etc. Each synthetic database should represent

a subset of the real world demographics. This is achieved by assigning some target characteristics

to each virtual patient. Some of these characteristics can be associated with input parameters of

the blood flow model, but some are associated with output values (blood pressure). As a result,

one must solve an inverse problem [18] to obtain a desired virtual patient. An inverse problem is

usually a computationally expensive task that requires numerous simulations to solve. A number

of methods have been developed to approach an inverse problem. Some modern methods utilize

physics-informed neural networks [10], which are used in 3D computations when the boundary

information is difficult to model. A more classical approach involves Bayesian optimization [8]

or Kalman filter [23].

There are several types of algorithms used in conjunction with Kalman filtering. All of

these algorithms are used to solve nonlinear optimisation problems and are primarily used in

navigation systems, control systems and signal processing. The algorithm allows system feedback

(e.g., noisy experimental data) to be incorporated into the estimation of system state parameters.

The Unscented Kalman Filter (UKF) is a modification of Kalman filter that has been

widely used for parameter estimation in discrete-time dynamic models, particularly in biomedical

applications. For example, in [6], the UKF is used to estimate terminal resistances and arterial

wall parameters from experimental flow and pressure data. Similarly, [19] demonstrates the use of

UKF to estimate absolute blood volume during haemodialysis based on dynamic measurements

of hematocrit and ultrafiltration rates. Another related study focuses on dialysis patients with

an emphasis on personalised treatment approaches [1]. In addition, in [3] the UKF is used to

estimate parameters of the Windkessel model and arterial wall stiffness.

The main focus of this work is the Unscented Kalman Filter (UKF), which offers several

advantages. The first advantage is the fact that the UKF considers an exact nonlinear sys-

tem, unlike the modifications and other optimisation methods which use a linearised form. The

second advantage is speed. To capture the current state, which is assumed to be a Gaussian

random variable distribution, only a minimal set of so-called sigma points is used. The third

advantage is robustness. The UKF is robust in estimating the posterior distribution. It accu-

rately approximates both the covariance and the mean to third order precision for any type of

non-linearity [23].

An overview of the relationship and differences between the UKF and other algorithms, as

well as a brief description, mathematical background and fundamentals can be found in [23]. A

detailed description of the UKF and a demonstration of some of its most important properties,

as well as the definition of sigma points, can be found in [17].

We propose a computational framework that uses UKF to generate a virtual patient from a

one-dimensional hemodynamic model. One-dimensional hemodynamic used to generate virtual

patients is based on the ADAN56 structure of systemic circulation [5]. ADAN56 includes 56 ma-

jor arteries of systemic circulation and elastic compartments connected to the terminal vessels

to simulate peripheral arteries. The inlet of the aorta is connected to two-chamber model of the

left heart that take into account the angle of valve opening.

Each virtual patient has three target output characteristics: systolic blood pressure, di-

astolic blood pressure and stroke volume. Target input characteristics include heart rate, left

ventricular ejection time and aortic diameter. To achieve the target output characteristics, a set

of 13 model parameters are adjusted. Adjusting the model parameters for each virtual patient
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involves dozens and sometimes hundreds of calculations with a blood flow model. At the same

time, a synthetic database should include a few thousand virtual patients. This means that the

generation of a single database requires around 105–106 blood flow simulations of the full sys-

temic circulation. This computationally intensive task is handled with the help of a computing

cluster with 24 CPU nodes, each with 52 cores. The unscented Kalman filter allows effective

parallelization of the computations. We describe two types of parallelization and estimate the

reduction in computation time. After implementation of the optimizations computational time

was reduced from 700 days to 10 days.

The remainder of this paper is organised as follows. Section 1.1.1 presents the description

of 1D blood flow model. Section 1.1.2 describes lumped model of the left heart. Inverse problem

is formulated in section 1.2. Unscented Kalman Filter and it’s modification that is used to solve

the inverse problem are described in sections 1.3 and 1.4. Section 2.1 presents calculation results:

we estimate the amount of UKF iterations required to solve an inverse problem and estimate the

speedup achieved with the help of parallelization. We discuss results and possible future work

in section 2.1. The list of abbreviations used is presented in the end of the paper.

1. Methods

1.1. One-dimensional Hemodynamic Model with Lumped Heart

1.1.1. One-dimensional hemodynamic model

We generate pulse waves of virtual patients with the help of one-dimensional model of blood

flow in systemic circle [9, 21]. This model represents each artery as one-dimensional elastic

tube. The blood is assumed to have constant density ρ = 1.06 g/cm3 and constant viscosity

µ = 4 mPa·s. For each artery with index k we formulate mass and momentum conservation

laws:
∂Ak
∂t

+
∂(Akuk)

∂x
= 0, (1)

∂uk
∂t

+
∂(u2

k/2 + pk/ρ)

∂x
= ψk, (2)

where x is the coordinate along the artery, t is time, Ak(t, x), uk(t, x), pk(t, x) are cross-sectional

area, blood flow velocity (averaged over cross-section), and blood pressure, respectively. The ψk
is the friction force:

ψk = −8πµuk
ρAk

. (3)

The tube law closes the system (1)–(2) and describes the elastic properties of the artery:

pk(Sk) = ρc2
kf(Ak), (4)

where ck is the speed of small disturbances propagation. f(Ak) is a piecewise function:

f(Sk) =





exp(Ak/A
0
k − 1)− 1, Ak > A0

k,

ln(Ak/A
0
k), Ak ≤ A0

k.
(5)

A0
k is a cross-section when the pressure is zero. A0

k can be derived from the diameter of the

artery d0
k: A

0
k = π(d0k)2

4 .
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At arterial junctions points we impose mass conservation law and continuity of total pressure.

Conservation of mass implies that the algebraic sum of flows in vessels at the junction is zero:

∑

k=k1,..kM

Qkεk = 0, (6)

where M is the number of arteries attached to the junction; Qk = uk(t, x̃i)Ak(t, x̃i); x̃k = Lk and

εk = 1 for incoming arteries (Lk is the length of the artery); x̃k = 0 and εk = −1 for outgoing

arteries.

Continuity of total pressure is expressed as:

pi(Ai(t, x̃i)) +
ρu2

i (t, x̃i)

2
= pj(Aj(t, x̃j)) +

ρu2
j (t, x̃j)

2
, (7)

where i and j are indices of two arteries connected to the junction. Index i is fixed and index j

runs through the indices of all other connected arteries, i 6= j.

All arteries are connected into a network that represents arterial part of systemic circulation.

Lengths, diameters and the structure of the network correspond to ADAN56 model [5], which

contains 56 largest arteries of systemic circulation under normal physiological conditions.

The inlet of the aorta is connected to the two-chamber lumped parameter left heart model

described in section 1.1.2. The outflow conditions assume that the systemic arteries are connected

to the 3-element Windkessel compartments, which represent the peripheral vasculature. Thus,

at the end of each terminal vessel with an index k we impose the following condition:

Qk(t, Lk)

(
1 +

R1

R2

)
+ CR1

dQk(t, Lk)

dt
=
pk(t, Lk)− pout

R2
+ C

dpk(t, Lk)

dt
, (8)

where Qk(t, Lk) = Ak(t, Lk)uk(t, Lk); R1, R2, C are two resistances and compliance of Wind-

kessel compartments; pout is the outflow pressure (same for all compartments). Parameters R1,

R2, C are individual for each terminal vessel. They are defined in ADAN56 model [5].

Equations (1) and (2) are solved in inner points of each artery with the help of explicit grid-

characteristic scheme. The mass conservation law and total pressure continuity equations (7)

together with compatibility conditions of the set (1)–(2) are solved with the help of Newton’s

method. Details of numerical implementation are presented in [20]. This approach allows us

calculate values of cross-sectional area, velocity and pressure at the new time step independently

in all arteries and junction points. It simplifies parallelization of calculations since each artery

and each junction can be assigned to a separate thread.

1.1.2. Lumped parameter model of left heart with valve dynamics

In this part, we introduce a set of differential equations that describe the dynamics of the

heart chambers, specifically the left atrium (la) and left ventricle (lv). These chambers are

connected to the pulmonary veins (plv) and the aortic root. Additionally, the dynamics of the

mitral valve (mv) and aortic valve (av) are also described. In contrast to predefined cardiac

output [7], this model incorporates heart disease dynamics such as valve regurgitation.

The heart chambers volumes follow equation

Ik
d2Vk
dt2

+RkPk
dVk
dt

+ Ek(t)(Vk − V 0
k ) + P 0

k = Pk, k = la, lv, (9)

A.V. Rogov, T.M. Gamilov, Y.Yu. Kirichenko, et al.

2024, Vol. 11, No. 4 95



where k is the index of chambers; Ik is the coefficient of inertia; Rk is the coefficient of hydraulic

resistance; Vk is the pressure averaged over the chamber volume; Pk is the pressure averaged

over the chamber volume; P0 and V0 are reference values of pressure and volume. Ek(t) reflects

variable elasticity during contraction [16].

E(t) = Ed +
Es − Ed

2
e(t), 0 ≤ e(t) ≤ 1, (10)

where e(t) represents periodic activation potential. For the left ventricle the function is:

elv(t) =





0.5(1− cos( t
Ts1
π)), 0 ≤ t < Ts1,

0.5(1− cos( t−Ts2

Ts1−Ts2
π)), Ts1 ≤ t < Ts2,

0, Ts2 ≤ t ≤ T .
(11)

T = 60
HR is the duration of cardiac cycle, which can be derived from the heart rate (HR); Ts1 is

the time to systolic peak; Ts2 is the duration of the systole which we assume to be equal to left

ventricular ejection time (LVET). For left atrium the function is:

ela(t) =

{
0, 0 ≤ t < Tpb,

0.5(1− cos( t−Tpb

Tpw
2π)), Tpb ≤ t < T ,

(12)

where Tpb is the beginning of the atrial contraction and Tpw is the duration of the atrial con-

traction.

The mass conversation law for left atrium and left ventricle can be expressed as:

dVla
dt

= Qplv −Qmv,
dVlv
dt

= Qmv −Qav.
(13)

The relationship between flow and pressure drop across left atrial inlet (Qplv,∆Pplv), mitral

valve (Qmv,∆Pmv) and aortic valve (Qav,∆Pav) is defined as:

∆Pm = Lm
dQm
dt

+ βmQm|Qm|, m = plv,mv, av. (14)

Here Lm is constant, βm depends on area of the valve according to [25, 26]:

βmv =
ρ

2Bmv
(

1

Amv
− 1

Aref
)2,

βav =
ρ

2Bav
(

1

Aav
− 1

Aa
)2,

βplv = const.

(15)

Bmv andBav are constant parameters; Amv, Aav are valve effective cross-section areas (depend on

the angle); Aa is cross-sectional area of aorta at the inlet of the network of arteries; Aref = 5 cm2.

For each valve effective cross-section area Av can be calculated from the maximum cross-

section area Amaxv and opening angle θ as Av(θ) = g(θ)Amaxv , where g(θ) is a smooth function
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that equals 1 when the valve is fully open (θ = θmax) and 0 when the valve is fully closed

(θ = θmin):

g (θ) =





(1− cos θmin)2

(1− cos θmax)2 , θ < θmin,

(1− cos θ)2

(1− cos θmax)2 , θmin ≤ θ ≤ θmax,

1, θ > θmax.

(16)

The opening-closing dynamics of the valves are modeled using Newton’s second law, where

valve motion depends on the pressure gradient, friction, and a restoring force [15]:

d2θmv
dt2

= (Pla − Plv)Kp
mvcosθmv −Kf

mv

dθmv
dt
− Fmv(θmv),

d2θav
dt2

= (Plv − Pa)Kp
avcosθav −Kf

av

dθav
dt
− Fav(θav),

(17)

where θmv and θav are opening angles of mithral and aortic valves; Kp
mv, K

f
mv, K

p
av, K

f
av are

constants; Pa is the pressure in the aortic root. The virtual dumping force F (θ) for each valve

prevents it from opening more than maximum angle θmax and less than minimum angle θmin:

F (θ) =





0, θmin < θ < θmax,

eB(θ−θmax) − 1, θ > θmax,

−(eB(θmin−θ) − 1), θmin < θ,

(18)

where B = 103.

Pressure drop across left atrial inlet ∆Pplv in (14) is the difference between the pressure in

pulmonary veins Pplv and the pressure in left atrium Pla. Pulmonary veins pressure Pplv is equal

to 13 mm Hg by default but can be adjusted during parameter optimization.

1.2. Parameter Optimization Problem

The aim of the optimisation is to fit the model parameters to three key medical indicators:

systolic blood pressure (SBP), diastolic blood pressure (DBP), and left ventricular stroke volume

(SV). These three indicators were chosen for their clinical relevance and ease of measurement

in practice [22]. SBP and DBP are associated with maximum and minimum blood pressures

in the brachial artery of our arterial network. SV is the amount of blood ejected from the left

ventricle into the aorta during a single cardiac cycle. The target values for SBP, DBP, and SV

are indicated by the lower index t.

To achieve target values SBPt, DBPt and SVt, we adjust the following set of 13 parameters:

Rla, Rlv, Ila, Ilv in (9); Kp
mv,K

p
av, K

f
mv,K

f
av in (17); pout in (8); Pplv; coefficients for total

resistance and total compliance of all Windkessel compartments κR and κC ; coefficient for all

ck in (4) κs.

The coefficient κs for the speed of small disturbances propagation ck is used to change

the stiffness of all arteries at once. We do not change ck for each artery independently, we

multiply ck of all arteries by a single coefficient. Similar coefficients are introduced for windkessel

resistances κR and windkessel compliances κC . These three coefficients are used to modify the

elastic properties of large arteries and peripheral vessels of a virtual patient.
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The loss function L = L(SBP,DBP, SV ) for optimization task is defined as:

L = max

{ |SBP − SBPt|
SBPt

,
|DBP −DBPt|

DBPt
,
|SV − SVt|

SVt

}
. (19)

We adjust parameters of a virtual patient until L < 1%.

Each virtual patient is defined by desired (target) SBP, DBP, SV, HR, LVET, and major

arteries diameters. SBP, DBP, and SV were discussed above. HR corresponds to the duration of

cardiac cycle in (11) and (12). LVET is equal to Ts2 in (11). Diameters of arteries are used to

calculate A0
k in (5). Typical diameters of major arteries are taken from clinical literature [12].

To create a virtual population spanning different age groups, typical virtual patients were

developed for each decade from 20 to 80 years of age [7]. Vessel dimensions and their standard

deviations (SD) in diameter in an age group were adjusted based on age-specific data [12]. For

each decade diameters of arteries were varied simultaneously and each artery can have three

possible diameters: mean, mean + SD, mean - SD. Predefined SBP, DBP, SV, HR, LVET, and

their standard deviations for each decade follow findings from [7].

The following parameters were varied for direct generation: SBP, DBP, SV, HR, LVET,

diameters of large arteries. We modify the mean values of the parameters by incorporating the

standard deviation, adjusting them both upwards and downwards. Consequently, each parameter

takes on three possible values: the mean, the mean plus standard deviation, and the mean minus

standard deviation. This approach generates 36 = 729 virtual patients for each age group.

In this work we focus on the age group of 20–30 years old. Using a baseline model for a

25-year-old patient, we optimize parameters to achieve target SBP, DBP, and SV values. Table 1

presents baseline and SD values for SBP, DBP, SV, HR, and LVET. Diameters of major arteries

were modified simultaneously according to the data from [12].

Table 1. Parameter of a baseline 25 year old virtual patient [7]

Parameter Value ± SD

SBP, mmHg 112.3± 8.7

DBP, mmHg 72.0± 5.6

SV, ml 73.0± 13.1

HR, beats/min 73.0± 9.1

LVET, ms 283± 23

1.3. The Unscented Kalman Filter for Parameter Estimation

The following section outlines the general structure of the Unscented Kalman Filter. Sub-

sequently, it will present the specific implementation employed in this study. Time-discretized

system of the one-dimensional hemodynamic model with left heart described in Section 1.1.2

can be presented as:

Xn+1 = F̃ (Xn,Θn), (20)

where Xn is vector, which represents state of the system at n-th iteration. Xn represents

all values of pressure, flow, cross-sectional area in all point of all arteries at each moment

of a cardiac cycle, along with the parameters of the Windkessel models and the lumped

parameters associated with the left heart. Θn is a set of 13 parameters to be estimated,
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Θ = [Rla, Rlv, Ila, Ilv,K
p
mv,K

p
av,K

f
mv,K

f
av, pout, κR, κC , κs]

ᵀ; F̃ is operator of propagation of

the system on next step, which depends on underlying model equations and particular type of

discretization.

Zn = H̃(Xn) + ε, (21)

where Zn is vector of measured variables at some time instants, H̃ is operator, which transforms

state of the system to specific measured variables, ε is a vector of Gaussian noise. Further in

this paper it is assumed, that Zn = [SBPn, DBPn, SVn]ᵀ, and SBPt, DBPt, SVt are target or

required values for virtual patient. Bearing in mind that all these values can only be calcu-

lated after a complete cardiac cycle, one sampling step is considered as one cardiac cycle. For

other tasks and applications, the temporal sampling interval may vary according to the specific

objective and the frequency of measurements available for the system under consideration.

Algorithm of any Kalman filter can be represented as prediction-correction scheme for state

(Xn,Θn), where prediction step calculates X−
n+1 and Θ−

n+1, assuming that parameters have

trivial dynamic and do not change over time.

X−
n+1 = F̃ (X+

n ,Θn),

Θ−
n+1 = Θn.

(22)

In the correction step the difference between the measurement and the one calculated according

to the new state of the system is taken into account.

X+
n+1 = X−

n+1 +KX(Zn+1 − H̃(X−
n+1)),

Θ+
n+1 = Θ+

n+1 +KΘ(Zn+1 − H̃(X−
n+1)).

(23)

KX and KΘ are Kalman matrices defined in a way to minimize difference between actual mea-

surement and observed state.

1.4. The Reduced-order Unscented Kalman Filter

The aim of this section is to examine the reduced-order Unscented Kalman Filter (ROUKF),

which is the UKF implementation used in this study. These two methods share core principles:

both filters approximate the mean and covariance of a nonlinear system by propagating a set of

sigma points through the nonlinear function, unlike other versions of the Kalman filter that use

a linearised system; both filters employ an identical prediction-correction strategy for state and

covariance estimation.

As shown in [17], the filtering operation can only involve matrices of the same size as the

unknown parameter space. Furthermore, it is shown that to estimate p parameters, only p + 1

sigma points are needed to capture the current state of the system. These sigma points can

be defined recursively (the algorithm of this procedure is described in detail in [17]). Then, all

the sigma points are integrated into a matrix I. This matrix has p + 1 vectors of size p, where

the notation I(i) will represent one column of the I matrix and one concrete sigma point. The

weights of the sigma points are stored in the diagonal matrix D, where the same and equal

coefficients are on the diagonal α = 1
p+1 .

The algorithm of ROUKF is presented in Algorithm 1. The stopping criterion for this

algorithm can be chosen at the discretion of the researcher and is typically determined by the

loss function. Once the criterion is met, the problem of selecting the parameter is considered to

be solved. For more details check [4, 17].
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Algorithm 1 Iterative Process of UKF

1: Initialization step:
2: Define covariance matrices:

ΣΘ = diag
{
σ2

param,i

}
, i = 1, . . . , p (24)

ΣZ = diag
{
σ2

obs,i

}
, i = 1, . . . ,m (25)

3: For the first step (n = 0), set the following matrices:

LΘ = 1, LX = 0, U0 = (ΣΘ)−1 (26)

4: while loss function is higher than the threshold do
5: Sigma-point Sampling:

Cn =

√
U−1
n (Cholesky factorization) (27)

X+
n,(i) = X+

n + LXn C
ᵀ
nI(i), i = 1, . . . , p+ 1 (28)

Θ+
n,(i) = Θ+

n + LΘ
nC

ᵀ
nI(i), i = 1, . . . , p+ 1 (29)

6: Forward Propagation / Prediction:

X−
n+1,(i) = F̃ (X+

n,(i),Θn,i), i = 1, . . . , p+ 1 (30)

Θ−
n+1,(i) = Θn,(i), i = 1, . . . , p+ 1 (31)

X−
n+1 =

p+1∑

i=1

αX−
n+1,(i) (32)

Θ−
n+1 =

p+1∑

i=1

αΘ−
n+1,(i) (33)

7: Calculate Innovation:
∆ = Zn+1 − H̃(X−

n+1) (34)

8: Update Covariances:

LXn+1 = X−
n+1DI

ᵀ, D = diag{α, .., α}, (35)

LΘ
n+1 = Θ−

n+1DI
ᵀ (36)

L∆
n+1 = ∆n+1DI

ᵀ (37)

Un+1 = IDIᵀ + (L∆
n+1)ᵀ(ΣZ)−1L∆

n+1 (38)

9: Correction:

∆sum =

p+1∑

i=1

α∆(i) (weighted sum of columns) (39)

X+
n+1 = X−

n+1 − LXn+1U
−1
n+1(L∆

n+1)ᵀ(ΣZ)−1∆sum (40)

Θ+
n+1 = Θ−

n+1 − LΘ
n+1U

−1
n+1(L∆

n+1)ᵀ(ΣZ)−1∆sum (41)

10: Set iteration number n = n+ 1
11: end while
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It is worth noting that the algorithmic implementation of the above problem has a number

of peculiarities. The target parameters are Zn = [SBPn, DBPn, SVn]ᵀ. In order to calculate

SBPn, DBPn, and SVn, it is necessary to perform several cardiac cycles calculations until the

values of SBP, DBP, and SV become constant from one cycle to another. The calculations are

carried out until the periodic mode is established. For the purposes of this paper, we assume that

a sufficient number of cardiac cycles is 9. Consequently, the determination of the set of states

X−
n+1,(i) via the propagation operator F̃ is a computationally demanding task. It is necessary

to compute the problem of fluid flow through a network of pipes p + 1 times before it can be

determined.

Furthermore, the vector of observations or the vector of target parameters Zn remains

constant, as the required values are invariant. This provides an alternative view of the algorithm.

In more typical cases, the target vector will change over time, reflecting the evolution of the

system.

The primary objective of the ROUKF is to overcome the limitations of the UKF. The

UKF may require the implementation of costly matrix operations such as factorisation and

inverse matrix computation on matrices of considerable dimension, equivalent to the number

of state variables. Furthermore, if n represents the number of state variables, it propagates

2n + 1 sigma points through the nonlinear system. Unlike the UKF, the ROUKF focuses on

a lower dimensional state, thereby reducing the number of sigma points and consequently the

computational complexity.

2. Results

2.1. Parallelization of Virtual Patient Generation Process

The process of selecting the appropriate parameters to solve the inverse problem using the

Kalman filter is time consuming. To complete a single iteration of the Kalman filter algorithm,

the problem must be computed 13 times until a solution is found. In the absence of paralleliza-

tion, the completion of a single calculation requires around 320 seconds. It is now necessary to

estimate the time required to generate the entire virtual population of 25 year olds. As previ-

ously stated, a mean of 13 iterations is required for each update of the parameters (for a single

iteration of UKF). The average number of iterations required for the entire process is several

dozen, with an estimated mean of 20. The total number of objects in the population is 729, thus

the generation will take more than 700 days, which is an unacceptable timespan. In this section,

the methodology used to parallelize the generation of virtual populations is described in detail.

The first type of parallelization is used in the calculation of the result of the forward prop-

agation operator, when the resulting vector Xn of SBP , DBP , SV is obtained from the set of

parameters Θn. The processes of calculating the values at the internal points of the vessels and

at the points where the vessels are connected are both subject to parallelization.

The high-performance computational cluster of Sechenov University, comprising 24 CPU

nodes with Intel(R) Xeon(R) Gold 6230R processors at 2.10GHz and 52 cores each, was employed

for the computation. The cluster exhibited a peak performance of 84 tflops and a total distributed

RAM capacity of 10.5 TB. The optimal number of cores for the calculation was determined by

empirical experiments. Figure 1 illustrates the effect of core allocation on the speedup of the

calculation of the vector of resulting values for a single virtual patient. An examination of the
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data in the graph shows that it is pointless to exceed 15 cores for the specified calculation. In

addition, there is no significant improvement in speed.

Figure 1. Dependence of calculation speedup on the number of cores

The second type of parallelization results from the fact that the parameter optimisation

task is configured using a configuration file. This file contains a description of the geometric

properties of the vessels as well as the values of the vascular and cardiac parameters. Therefore,

it was convenient to organise the start of the parameter selection tasks by fixing the values

of LVET and vessel diameters. Accordingly, once the configuration files had been fixed and

all possible combinations of the corresponding parameters had been collected, 9 different tasks

were identified. In other words, all virtual objects were divided into 9 different subsamples

corresponding to different diameters of large vessels and LVET. These subsamples can be run

in parallel on a cluster.

It should be noted that an additional way of speeding up the calculations is to distribute

13 independent tasks to different nodes of the cluster. These 13 tasks must be computed during

the forward propagation step of the UKF algorithm. Due to the workload of the cluster, this

feature is not implemented, but may be added in the future.

In consideration of the two aforementioned parallelizations, it can be estimated that the cal-

culation of the entire virtual population will require approximately 9–10 days, which is consistent

with the observed results.

The following three plots on Fig. 2 illustrate the convergence rate characteristic of the

calculation of the required parameters for the whole sample. All cases can be classified into

three categories based on their convergence characteristics: (A) fast convergence (1–2 filter

steps, Fig. 2a), (B) “medium convergence” (several tens of filter steps, Fig. 2b), and (C) slow

convergence (100 or more filter steps, Fig. 2c). The parameters of these cases are listed in Tab. 2.
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(a) A: 1 step of Kalman filter required (b) B: 15 steps of Kalman filter required

(c) C: 497 steps of Kalman filter required

Figure 2. Convergence rate of representative cases

Table 2. Parameters of cases presented in Fig. 2

Varying parameters Case A Case B Case C

SBP, mmHg 121.0 112.3 112.3

DBP, mmHg 72.0 77.6 77.6

SV, ml 66.8 79.9 79.9

HR, beats/min 73.0 63.9 73.0

Diameters of major arteries Decreased Decreased Decreased

LVET, ms 260 306 260

Conclusion

In this paper, we have shown how the generation of synthetic patient cohorts can be facili-

tated using computer clusters. The process is automatic once the target values are defined. We

have generated a synthetic pulse wave database based on a one-dimensional blood flow model of

the systemic arterial circulation with a two-chambered lumped heart. This method can be used

to study the effect of different cardiovascular pathologies on pulse wave shapes. The introduction

of a lumped heart model with leaflet dynamics allows us to simulate databases with valvular

disease.

By parallelizing and optimising computations, we can calculate hundreds of virtual patients

in 10 days instead of months. In our example, we have simulated pulse waves for a healthy
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synthetic population. The introduction of any cardiovascular pathology, such as aortic stenosis,

would require a separate synthetic cohort of thousands of virtual patients. Ideally, we need a sep-

arate cohort for each degree of pathology and for each combination of pathologies. The amount

of computation required for such a task is impossible without high performance optimisations.

We have used parallelization on two levels: parallelization of different branches and junc-

tions of the blood flow model and parallelization of different virtual patients. It is possible to

implement another level of parallelization: the distribution of the “forward propagation” of the

UKF algorithm. This would allow us to distribute 13 independent tasks to different nodes of the

cluster. This was not necessary due to the limitations of our cluster, but it provides opportunities

for further optimisation if more computing power is available.
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