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An Ant-colony Based Model for Load Balancing in Fog

Environments
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Delay-sensitive applications are becoming more and more in demand as a result of the develop-

ment of information systems and the expansion of communication in cloud computing technologies.

Some of these requests will be overlooked in cloud environments due to the communication delay

between the processing center and the client’s request. The ‘fog-based computing paradigm’, a

novel processing model, can be added to cloud computing to help with the aforementioned issues.

The performance of computing systems is always influenced by latency. In this paper, we focus

on balancing the load on the fog nodes to lower the latency. It is also a crucial component of fog

computing devices. It necessitates the use of load-balancing algorithms to select the optimal hosts,

resulting in an even distribution of the load on the available resources. We provide a load-balancing

approach based on the Ant-colony optimization algorithm’s latency rate for responding to tasks.

A random data set evaluation of this model reveals shorter response times than those of earlier

strategies suggested in this field.

Keywords: fog environment, cloud computing, load balancing, Ant-colony.

Introduction

One of the biggest problems in the distributed computing environment is load balancing.

Numerous requests made by thousands of users and customers necessitate the utilization of a lot

of hardware and bandwidth. A load balancer assists in distributing the burden among the many

nodes and making sure that none of them are overwhelmed. It also expedites the completion of

the most recent work among the sources that use the phrase [38]. Distributed systems like fog

and cloud computing need an effective load-balancer.

Delivery time also dramatically increases as the number of delay-sensitive requests and the

computational load on fog nodes both rise. As a result, some nodes must assign jobs to nodes

that are less busy. Fog computing systems, on the other hand, have several connected processors

that work independently. Every processor has a distinct processing capacity and an initial load.

To reduce processing time and CPU downtime, the load is spread among processors based on

their processing speeds. Since load balancing is meant to boost performance, its absence in

distributed systems is a major issue [15, 48].

Environments that are both homogenous and diverse present a problem for load balancing

methods in fog computing. In a homogenous group, all fog nodes have the same capacity and

characteristics. Because they are unable to make use of the heterogeneous nature of resources,

these nodes rarely adapt to fog settings. Each fog node in a heterogeneous group has a unique

capacity, set of processing capabilities, and set of attributes [11]. Depending on the demands of

the jobs, the load balancer can choose several nodes. In our suggested paradigm, we presume

that all fog nodes are heterogeneous and that each fog node has distinct capacities and hardware

architecture.
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The nature of the tasks has a big impact on how well load-balancing algorithms work. There-

fore, the greater optimization would be possible, the more information about the tasks would

be available at the time of decision-making. Having a general understanding of job execution

times and the precise due date for each task increases the likelihood of obtaining the ideal load

distribution. Having a set time for each activity to be completed is uncommon; yet, this is an

ideal condition. For this reason, a variety of strategies have been taken into consideration for

organizing and generating thoughts for the duration of task execution. The maximum execution

time needed for each task is taken into account in our proposed approach during load balancing.

An optimization strategy must be used since selecting the optimum hosts (load distribu-

tion on resources) is an endless sort of problem with multiple viable solutions. In this study,

we employ the Ant-colony algorithm and the meta-heuristic methodology. Glover introduced

the term “meta-heuristics” in 1986 in order to help people solve difficulties by identifying solu-

tions that are close to ideal [19]. The meta-heuristic algorithms use governing mechanisms that

mimic certain methods found in nature, social behavior, physical laws, etc. to achieve complete

exploration of the search space. Meta-heuristic algorithms begin with an initial collection of in-

dependent variables and evolve to find the objective function’s global minimum and maximum.

We encountered the similar issue when balancing the system’s load, thus we used one of the

well-known meta-heuristic algorithms, called Ant-colony, in our proposed model.

We start with balancing the workload between tasks and fog nodes as input for the issue in

our suggested model. Depending on the nature of the problem, the list of inputs may change. The

current study takes into account a list of tasks with due dates and set intervals for each request.

Taking into account the distance to the fog node, each assignment must be completed within

the allotted amount of time. You might categorize these lists as static or dynamic. Requests are

posted online to the computing system in the dynamic list. In contrast, it is believed that we

have a collection of tasks whose order is flexible in the static model. The current study makes

the assumption that there are a number of delay-sensitive jobs that ought to be.

It is crucial to know how many fog nodes there are and which ones are capable of carrying

out the necessary activities. The list of fog nodes is supplied in our study so that the capacity,

traits, and processing power of each node can be noted. The solution to load balancing issues

in a fog environment depends on the problem’s objective function. The goal of the issue can be

to raise the quality-of-service metrics (QoS), which include optimum resource utilization and

decreased throughput, costs, response times, latency, and energy usage. To assess how well the

problem satisfies the established aim, the problem’s goal must be modeled. The goal of the

current work is to decrease latency in order to speed up task reaction times.

In the following sections of the present paper, we first explained related work. The current

definition of load balance, types of load balancing mechanisms, and reasons for its need, benefits,

and criteria of load balance in fog environment. The Ant-colony algorithm will be explained ac-

cording to the classification of previous models. The proposed model is introduced and discussed,

and lastly, the research results will be presented.

1. Related Work

Using optimization models, the load balance issue in fog situations can be assessed. Using

meta-heuristic models to offer close to optimal solutions for such issues in an acceptable amount

of time is one method to problem solving. Large-scale, complicated problems are thought to be

amenable to the use of meta-heuristic models, which fall into two categories:
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• The first category: is based on individuals and modifies a candidate solution.

• The second category: is population-based and improves several solutions.

In addition, biological behaviors can be categorized based on process strategies in the classi-

fication of reproductive strategies or inspired by natural phenomena. Given those various mech-

anisms have been proposed for load balancing in a fog environment. Some of these mechanisms

are based on meta-heuristic algorithms, such as the bee algorithm, particle swarm, hill-climbing,

and Ant-colony algorithm. Ant-colony Optimization algorithm is one of the most popular opti-

mization algorithms with the ability to adapt to the system environment and the flexibility to

solve any optimization problems. The present research uses Ant-colony algorithms to balance

the load in the fog computing environment [43].

Zahid et al. [57] discussed a Hill Climbing technique to manage the load on VMs with the

aim of reducing the response time, processing time, and delay. In the proposed framework, four

different regions are taken, with each region containing a fog with a cluster of buildings. Results

from the simulation reveal that the proposed strategy performs satisfactorily.

Kamal et al. [25] addressed the issue of load balancing by employing a heuristic approach

for solving a Constraint Satisfaction Problem (CSP). The algorithm first checks the assignment

conflicts and then randomly assigns VMs to requests. The proposed approach is compared in

terms of processing time, response time, and cost with Throttled and Round Robin algorithms.

It helps in allocating optimal resources to requests, thereby providing better simulation results.

Naqvi et al. [35] has proposed a bio-inspired algorithm called Ant-colony optimization for

load balancing. The Ant-colony optimization algorithm is the swarm-based genetic algorithm.

It works on the mechanism of real ants using pheromones in order to explore their path. In the

same way, the allocation path of the cloudlets is identified based on the minimal path cost in a

probabilistic manner.

In the paper [29], a meta-heuristic scheduler Smart Ant-colony Optimization (SACO) task

offloading algorithm inspired by nature is proposed to offload the IoT-sensor applications tasks

in a fog environment. The proposed algorithm results are compared with Round Robin (RR),

throttled scheduler algorithm, and two bio-inspired algorithms such as modified particle swarm

optimization (MPSO) and Bee life algorithm (BLA). The numerical result shows the significant

improvement in latency by the proposed Smart Ant-colony Optimization (SACO) algorithm

in task offloading of IoT-sensor applications comparison to Round Robin (RR), throttled, and

MPSO and BLA. The proposed technique reduces the task offloading time by 12.88, 6.98, 5.91,

and 3.53% in comparison to Round Robin (RR), throttled, MPSO, and BLA.

In this study [40], utilizing a hybrid optimization algorithm, they introduced a novel energy-

aware technique for load balance management in the fog-based VANET. A VANET network is

made up of mobile nodes without any infrastructure. The mobility of nodes, limited energy

reserves, lack of central management, and providing a guarantee for the quality of services are

some of the challenges of this type of network compared to wired networks. The existing nodes

of VANET networks are free to move in any direction. This study aimed to present an energy-

aware model based on load balancing using the ACO algorithm. Algorithm implementation and

routing models were fully described. Then, the effect of increasing the number of nodes on the

amount of energy consumed by the fog-based VANET and the residual energy in the battery

were investigated. Also, the number of residual nodes was increased by increasing the length of

routing periods in the proposed model with the ant and ABC optimization algorithm.

An Ant-colony Based Model for Load Balancing in Fog Environments
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The simulation results in the NS2 environment showed that with increasing the number

of nodes, the amount of energy consumed by the fog-based VANET increases. Also, as the

number of nodes increases, the amount of residual energy will decrease, making the proposed

algorithm outperform the other two algorithms. Examining the amount of residual energy within

the periods revealed that the amount of residual energy decreased with increasing periods. The

results indicate the good performance of the proposed model compared to the other four models.

In this paper [5], the cost-aware Ant-colony optimization-based load balancing model is pro-

posed to minimize the execution time, response time, and cost in a dynamic environment. This

model enables to balance of the load across the virtual machines in the data center and evaluates

the overall performance with various load-balancing models. As an average, the proposed model

reduces carbon footprint by 45% as compared to existing models.

In this paper [20], they propose a multi-objective fog computing task scheduling algorithm

based on an improved Ant-colony algorithm, which optimizes the Ant-colony algorithm to make

it more suitable for the characteristics of the fog node, uses time and cost (TAC) to compre-

hensively consider the cost of the node, and introduce the critical factor in task allocation to

improve the convergence speed of the algorithm. Different simulation experiments show that the

efficiency of the improved Ant-colony algorithm is enhanced in processing time, cost, and load

balance.

In this research [7], they have proposed a new algorithm called Ant-colony Optimization-

based Light Weight Container (ACO-LWC) load balancing scheduling algorithm for scheduling

various process requests. Initially, the task allocation was done in a round-robin fashion. The

CPU usage and memory usage were maintained within a particular optimal range to achieve

effective load balancing in this algorithm. Here, the load balancing scheduling was done based on

Ant-colony Optimization. Performance analysis showed that the proposed ACO-LWC algorithm

achieved better stability performance. Further, the TPS of the cluster for 50 applications was

found to be 120, 231, and 1042 for the least connection, round-robin, and proposed ACO-LWC,

respectively. Similarly, the response time for the least connection, round-robin, and the proposed

scheme with 60 applications was identified as 5282 ms, 2865 ms, and 1593 ms. Furthermore,

analysis shows that the overall run time is very low for the proposed scheme. There is around

2.08 times reduction in run time compared to the least connection and 1.607 times reduction in

run time compared to the round-robin algorithm.

2. Proposed Model

In this section, we describe the process of using the Ant-colony algorithm in load distribution

problem in our proposed model.

2.1. Ant-colony Algorithm

The Ant-colony optimization model is based on the actual movement of ants in nature.

Ant-colony optimization algorithms are inspired by natural phenomena and biological behaviors

and approach finding near-optimal solutions using a probabilistic model [16].

2.2. Problem Inputs

The problem inputs are mentioned in the following:
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• List of fog nodes: This list includes the processing power of each node in terms of the

number of cycles per second (cycle/s). Along with this list, the capacity of each fog node

is also considered.

• To-do list: This list includes tasks that must be processed in fog nodes. This list is included:

the minimum processing power required in terms of bits per second, the volume of tasks

in megabytes, the distance of the task producer service from the surrounding fog nodes in

meters, and the deadline of each task.

• Fixed parameters: In the Ant-colony optimization algorithm, several fixed parameters are

used, the values of which are selected based on [58].

2.3. Latency Model

Latency is the time that each processor spends to process requests, i.e., from the moment the

request is transmitted until the customer receives the request after the processing. For nodes

in the fog environment that are close to the end devices, it is possible to collect data from

sensors / IoT devices and process, analyze, and store them on the network edge. It should be

done with minimal delay. The present study aimed to minimize the latency of each task on the

fog nodes [28]. The completion time for each task includes the execution time of each task and

its transmission time. The execution time of task i on node j is calculated using equation (1) [45]

TEij(t)=
task sizei · task proci

fnode procj
. (1)

In this equation, task sizei indicates the size of task i, task proci indicates each task’s

capacity, and fnode procj indicates the capacity of the node j. At any given time (t), the transfer

time, which is the time spent for sending task i to node j, is calculated using equation (2)

TRij=
task sizei

task distij · task deadlinei
. (2)

In this equation, task distij indicates the distance of task i to node j, and task deadlinei

indicates the specified time for each task. Lastly, the total delay is calculated using equation (3)

total delayij (t) =TRij (t) +TEij (t) . (3)

2.4. Mapping of Load Balancing Parameters on the Ant-colony Parameters

As mentioned at the beginning of this section, the load balancing problem uses delay time

to reduce the response time. In the case of load balancing in the target fog environment, the load

balance between the fog nodes is set so that the objective function, which is the rate of delay, is

met and minimized. It can be described as assigning n independent tasks to m fog nodes. Ants

place a list of tasks for processing on the fog nodes. Each task has specific processing power,

size, and distance from the fog nodes, and also, based on the specific time limit set for each task,

the tasks can be executed on their appropriate fog node. For each fog node, a certain amount

of processing power is considered in cycle/s. As mentioned before, the Ant-colony algorithm is

an optimization algorithm, and each optimization algorithm has a certain number of iterations

in which the problem is led toward the optimal solution.

An Ant-colony Based Model for Load Balancing in Fog Environments
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2.5. Quantification of the Initial Solution

Every meta-heuristic optimization problem requires starting with an initial solution to ex-

plore the search space. The first step in the optimization algorithm is to create an initial so-

lution to start the optimization process. In the Ant-colony algorithm, like other meta-heuristic

algorithms, the initial solution must be applied as one of the inputs to the problem. Initial

quantification of pheromones is also performed at this stage. The initial pheromone is given to

prevent the ants from staying in place and not moving at the starting point. As a result, the

initial solution is made using Initial quantification. In the present study, the initial number of

pheromones is determined based on the random assignment of each task to the node, and their

delay time is calculated. The pheromone left by the ants along the way indicates the tendency

of the tasks toward the fog node.

2.6. Pheromone Factor

The number of pheromones in the different pathways drives the ants to reach the goal. In

the ant pheromone cloning algorithm, pheromones indicate the desirability of the path. In our

proposed model, the delay time factor is used in place of pheromones. The higher the pheromone,

the shorter the latency in assigning task i to node j. Equation (4) introduces the pheromone

factor

τij=
1

ε · delayij + (1−ε) · distij
, (4)

where ε is a constant parameter, and its value is determined [58].

2.7. Heuristic Information

Apart from pheromone pathways, another vital factor in the Ant-colony optimization algo-

rithm is the selection of a suitable heuristic, which will be used in combination with pheromone

information to construct solutions. At each stage of constructing a solution, the candidate se-

lected for transfer depends on two factors: the pheromone factor and the heuristic factor. Since

innovative information is calculated for all the movements in all the ants, it is, therefore, an

essential factor that affects the performance of the Ant-colony algorithm. The heuristic infor-

mation is expressed by the symbol ηij . This information indicates the ant’s degree of interest

and attention to explore new paths leading to a better fog node. In our proposed model, the

calculation of heuristic information is done based on equation (5)

ηij=
1

delayij(s0)
. (5)

Problem’s defaults: The following points are considered as defaults to solve the problem:

• Initial assignment of tasks to fog nodes is done.

• Each ant receives a list of tasks and information on the fog nodes from the controller.

• Fixed parameters are based on the values given in the paper [58].

• The algorithm leads toward a near-optimal solution using iterative processes.

• The purpose of the problem is to reduce the response time by considering the delay time

parameter.

S.L. Mirtaheri, M. Azari, S. Greco, E. Arianian
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2.8. Building a Solution (Motion Transfer Law)

The movement of the ant k to place task i on node j is similar to the Pseudo-Random

proportional law (equation (6))

j =

{
maxu∈Ωk(i)

{
[τiu

α] ·
[
ηiu

β
]}
, if q ≤ qO

l, otherwise
. (6)

In this equation, α and β are weighting coefficients or compatible parameters. These parameters

determine the amount of pheromone in the path and the heuristic functions used, respectively.

It affects the probability of choosing a particular path. L is a random variable obtained from the

probability distribution of equations (7). q is a uniform random number in the range [0, 1] and

qO is a parameter between zero and one, which controls the balance between discovering routes

traveled so far and searching for unmet routes. If q is more minor than qO, this process is called

exploitation, and we select the fog node in the set Ωk(i) that has the highest value according to

equation (6). If q is more significant than qO, the fog node in the set Ωk(i) is randomly selected

using the law of probability distribution pij
k; i.e., the probability that the ant k puts task i on the

fog node j. This process, called exploration, improves random search and reduces complexity.

Exploitation helps ants quickly converge to a high-quality solution while, at the same time,

exploration prevents stagnation through providing a more comprehensive search space

pij
k=





τij
α · ηijβ∑

u∈Ωk(i)
τiuα · ηiuβ

, if j∈Ωk(i)

0, otherwise

, (7)

where τij indicates the amount of the pheromones at points (i, j). Ωk(i) is a set of fog nodes

that can accept i functions. The remaining nodes of ant k are based on node i to construct an

acceptable answer. If α = 0, the algorithm works greedily so that the selection of the next node

does not take into account the number of pheromones; therefore, the selection of the nearest

route takes precedence. If β = 0, the algorithm considers only the number of pheromones,

regardless of the path length.

2.9. Updating the Pheromones

In the Ant-colony optimization algorithm, the pheromone needs to be updated. The number

of pheromones can increase or decrease. The amount of pheromone increases with sedimentation

and decreases with evaporation. The deposition of new pheromones is based on the fact that

pheromone pathways indicate the information in some solutions, and the movement in these

reasonable solutions is built following the other ants’ solutions. However, pheromone evaporation

is a practical implementation of forgetting that prevents the algorithm from over-converging to

non-optimal regions, leading to the search for new and desirable regions in the search space. In

our proposed algorithm, the pheromone upgrade process consists of two stages: local pheromone

upgrade and global pheromone upgrade when task i is placed on fog node j, the decrease

in pheromone level between task i and fog node j is applied by the local upgrade given in

equations (8)

τij (t) = (1−ρL) τij (t− 1) +ρL · τ0
ij . (8)

An Ant-colony Based Model for Load Balancing in Fog Environments
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In which τ0 is the level of the initial pheromone and ρL is the local pheromone evaporation

parameter (0<ρL<1). The global pheromone upgrade applies after the solution for all the ants

for one repetition has been completed. Since all non-dominated solutions or the Pareto set

are considered optimal or good solutions for optimization problems, we assume that all non-

dominated solutions are the same and of high quality and that all dominated solutions must be

eliminated. Therefore, the global update is applied to each solution s of the Pareto set using

equation (9)

τij (t) = (1−ρg) τij (t− 1) +
ρg · λ

total delay
(s0). (9)

In which:

λ =
Nant

t−Niter.s + 1
. (10)

In equation (10), ρg (0<ρL<1) is the pheromone evaporation parameter in the global update,

and non-dominated global solutions, in the form of Pareto sets, are stored in an external set.

In equation (10), Nant shows the number of ants, and Niter.s shows the number of repetitions

in the solution of s in the external set. λ is the coefficient of adaptation, which helps control the

pheromone’s information in an external set over time. The global pheromone upgrade aims to

increase the ants’ learning.

2.10. Pseudo-code

Implementation performed in the following psuedo-code is shown in below.

To determine the fog node (in addition to equation (6)), the probability of the fog node

productivity is considered. It is in the range of 30 to 80%.

Based on the flowchart shown in Fig. 1, the fixed values (list of tasks and information on

the fog nodes) are received as input for the problem. Then, to determine the initial amount

of pheromone, random assignment of tasks is performed on the fog nodes, and their latency

is calculated and stored as the initial pheromone. It then enters the repeating loop, and the

solution of each ant is made. Each ant makes the solution by sorting the list of tasks at their

disposal according to the deadlines in ascending order. Then, remove the first task from the

beginning of the list and find the appropriate fog node according to equation (6). The ants also

check the productivity of the fog node over and over again. The local pheromone is upgraded

based on equations (8), and the ant stores its solution in the optimal solutions. After all the

ants make the solution in one repetition, the set of solutions made by the ants are examined, the

best ones are left in the list, and the global pheromone upgrade is done based on equations (9).

These steps are repeated to ensure that the best solutions remain in the s optimal set. s optimal

represents all assignments or assignments that have the shortest response time for tasks.

Since fog calculations are always under investigation and fog nodes have unpredictable be-

haviors, the real test platform is not yet available to most researchers, and they use simulation

and modeling tools to evaluate their work. Since the results of cases such as real-time scheduling

can be different from simulation, it can be concluded that implementing the mechanisms dis-

cussed in actual experiments is still challenging. Any proposed model to prove its claim; requires

the presentation of acceptable results and comparison of the model with other previous models.

A data set appropriate to the problem must first be selected and then simulated or modeled

inappropriate software to evaluate a model. By using the design proposed in this work, the load
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Algorithm 1 The proposed model’s algorithm

Input: fog node list, job list[size, deadline, process]

Output: pare to set, s optimal

set values of n ant, n itr, n itrmax, pl, pg, qO, α, and β

initialize primary pheromone based on random allocation . initialization

while n itr < n itrmax do . iterative loop

for ant k do . construct solution

while job list is not empty do

sort job list based on the deadline

get j i from job list

choose fog node with eq. 6-3 to place j i

flag underload← 0

flag overload← 0

detect()

if fog node[utilization] > 0.8 then

flag overload← 1

else if fog node[utilization] < 0.3 then

flag underload← 1

end if

remove j i from job list

apply local pheromone update based one eq 8-3

end while

add ant k solution to s optimal

end for

for s i in s optimal do . construct optimal solution

apply local pheomone update based one eq 9-3

end for

n itr ← n itr + 1

end while

balance between the fog nodes can be created so that in addition to reducing the delay, the

response time of the tasks is also reduced.

3. Evaluation

The load balancing problem in the fog environment is implemented based on the Ant-colony

algorithm in Python. The reason for choosing Python for this implementation is to provide the

libraries needed for implementation. Since Python is a dynamic language, it has advantages

such as brevity in coding, no function limitation, and the ability to replace functions during the

performance. Due to its explicit nature, Python, compared to other languages such as Java or

C++, helps improve productivity and reduce development time.

An Ant-colony Based Model for Load Balancing in Fog Environments
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Figure 1. The proposed model’s flowchart

3.1. Evaluation Data Set

Evaluation data sets can be examined in two categories: real and artificial data sets. Real

data sets are data published by reputable companies used for evaluation. Artificial data sets are

produced by different statistical models and are determined based on their parameters. In our

proposed model, we use a random data set. In this set, the volume of tasks and their deadlines

and processing power are generated and stored randomly. Also, to ensure the obtained results,

200 evaluation tests have been performed, and the announced results are the average of these

200 evaluations.

3.2. Evaluation Criteria

The objective function for our proposed model can be extended to a multi-objective function.

Therefore, in this study, we focused on one objective. Our proposed model considers response

time as the primary evaluation criterion [1] and shows that making a decision based on delay

time can also reduce response time.
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3.3. Evaluating the Proposed Model

Our proposed algorithm is implemented with Python programming language and evaluated

on three servers. These servers had 24-core physical specifications with an E5-2650 v3 processor

and a frequency of 2.3 GHz. Several virtual machines, including an 8-core virtual machine with

32 GB of random memory as the fog control node, 150 dual-core virtual machines with 4 GB of

random memory as fog nodes, and 400 Mbps bandwidth are defined on these servers. Table 1

lists the features related to the tasks.

Table 1. Features related to the tasks Description

Description Value Parameter

The size of each task 10–150 MB Task-size

Task processing power 500–2500 Cycle/s Task-list

3.4. Evaluation Results

We evaluated our proposed model based on the algorithms given in the paper [45]. The

criterion measured was the task response time. The following Tab. 2 to Tab. 5 shows the response

times for evaluated models. This experiment was repeated with the number of tasks 400, 600,

1000.

Table 2. Table related to 400 tasks

The Proposed model The model in [45]

Average response time

per task (milliseconds)

12 20

Run time (hours) 1 1.15

Figure 2. Response time for 400 tasks

It can be seen in the above tables and the resulting graphs that, as the number of tasks

increases, the execution time to find the load balance between the fog nodes increases. Conse-

quently, the average response time of tasks also increases as the load density on the fog nodes

increases, and it becomes more challenging to find the correct node for each task over time.

Table 5 shows the average latency based on the number of tasks.

An Ant-colony Based Model for Load Balancing in Fog Environments
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Table 3. Table related to 600 tasks

The Proposed Model The model in [45]

Average response time

per task (milliseconds)

20 25

Run time (hours) 0.06 0.1

Figure 3. Response time for 600 tasks

Table 4. Table related to 1000 tasks

The Proposed model The model in [45]

Average response time

per task (milliseconds)

27 38

Run time (hours) 0.13 6

Figure 4. Response time for 1000 tasks

Conclusion

Due to the Internet of Things explosive expansion, processing speed improvements, and

mobile technology, fog-based processing is crucial. This effective processing approach meets

the requirements of delay-sensitive applications and eases the network bandwidth bottleneck.

One of the key problems with this architecture is load balance, which prevents overloading

(and hence lowers the system’s efficiency). In order to effectively utilize the resources, decrease

response time and latency, and so boost system efficiency, it is necessary to balance the load
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Table 5. Average latency based on the number of tasks

Tasks 400 600 1000

Average latency of each

task (milliseconds)

9.8 15.3 20.2

amongst the fog nodes using efficient algorithms. In the current work, we demonstrated how

the Ant-colony optimization algorithm, along with the delay criterion and the addition of the

load criterion for the fog environment, may be utilized to balance the load on the fog nodes and

speed up task completion. The load on the fog nodes must be balanced in order to minimize

the latency, but identifying the ideal host (load distribution on resources) for loads is an NP-

hard task. Because it takes a while to obtain the precise solution, optimization procedures are

employed. The Ant-colony algorithm makes a choice based on the latency criterion and the

inclusion of the load criterion in the fog computing environment because meta-heuristic models

offer better opportunities to create a compromise between the complexity of the search process

and optimization. The optimization parameters and mapping load distribution parameters are

then thoroughly described. Finally, we designed the load balance between the fog nodes in such

a way that reaction time was also lowered in addition to lowering latency using the simulation

and comparison with the algorithm described in the paper [45]. We also saw that when the

number of tasks increased, it took longer to find a load balance between the fog nodes, which

increased the tasks’ average response times (due to the increase in density and volume of load

on the fog nodes and therefore finding the correct node for each task getting more difficult).

This paper is distributed under the terms of the Creative Commons Attribution-Non Com-

mercial 3.0 License which permits non-commercial use, reproduction and distribution of the work

without further permission provided the original work is properly cited.
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The widespread development of unmanned aerial vehicles and light propeller-driven aircraft

poses the task of reducing the community noise of such vehicles. To solve this problem, tools are

needed to calculate the noise of such devices. The paper presents the results of the numerical

simulation of the noise of an AV-2 propeller mounted on an AN-2 light propeller-driven aircraft.

The authors use the acoustic-vortex method to solve the problem of aeroacoustic modeling of

propeller noise in the presence of an incoming flow. The paper shows a good agreement of computed

data with the in-flight experiment results and the calculation by the semi-empirical method. For

the flight mode with an airspeed of 180 km/h, the deviation of the numerical simulation results

from the experimental data does not exceed 2 dB.

Keywords: propeller noise, aeroacoustics, numerical simulation.

Introduction

The problem of numerical simulation of propeller noise is currently relevant due to the

following factors:

• the vast development of the subject of uncrewed aerial vehicles (UAVs) [1–3];

• development of advanced configurations of aircraft with a distributed power plant [4, 5];

• development of open-rotor power plants and their integration into aircraft configuration.

For all the types of aircraft described above, the problem of controlling low noise levels

to ensure certification and competitiveness is relevant. Several types of modern and promising

aircraft configurations with propellers are shown in Fig. 1. Aeroacoustic effects may appear in

the presented configurations, such as the noise of the blade-turbulent wake interaction [6, 7],

the noise of the vortex blade interaction, the scattering of the power plant noise on the airframe

elements [8, 9] and others. These effects must be considered when modeling aircraft noise and

when implementing noise reduction technologies [10–12].

The work aims to verify the acoustic-vortex method in modeling the noise of an isolated

propeller in the presence of an incoming flow (in-flight conditions). Preliminary verification was

previously performed based on the results of static tests of the propeller-driven power plant, and

the results are presented in [13].

The paper assumes that in the studied layout of AV-2 propeller on AN-2 aircraft, the

propeller in flight conditions can be taken isolated.

The article is organized as follows. Section 1 presents object of study and test procedure for

verification. Section 2 describes the numerical modeling method, presents the main equations,

the calculated area and grid. Section 3 presents the results of numerical simulation of the aero-

dynamic and acoustic characteristics of the propeller. Section 4 presents a comparison of the

results of numerical modeling with experimental data, as well as the results of calculation using

a semi-empirical model.
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1. Object of Study and Test Procedure for Verification

The object of the study is an AV-2 propeller mounted on AN-2 light propeller-driven aircraft

(LPDA). The main parameters of the aircraft and its power plant are presented in Tab. 1. The

general view of the aircraft and its propeller is shown in Fig. 2.

Figure 1. Modern and advanced configurations of aircraft with propellers

Table 1. The main parameters of AN-2 light
propeller-driven aircraft

Engine ASH-62IR

Available power, kW 735.43

Displacement, l 29.86

Compression ratio 6.4

Power-to-volume ratio, kW/l 24.62

Specific power, kW/kg 1.31

Gear ratio 0.6875

Propeller AV-2

Number of blades 4

Propeller diameter, m 3.6

The results of aeroacoustic modeling were compared with experimental data on the AV-2

propeller noise to verify the acoustic-vortex method. Flight tests of the aircraft were conducted

with level cruising flight conditions at an altitude of 100 m. Table 2 presents the flight modes

considered in the framework of this work to verify the numerical solution.

The tests were conducted at the local aerodrome of the Moscow Aviation Institute (National

Research University) with an underlying surface in the form of mown grass. During tests, the

measuring microphone was located so that the sensitive membrane was parallel to the round

Simulation of Isolated Propeller Noise Using Acoustic-Vortex Method

22 Supercomputing Frontiers and Innovations



(a)
(b)

Figure 2. A general view of AN-2 aircraft (a) and its propeller AV-2 (b)

Table 2. Flight modes of AN-2 light propeller-driven
aircraft for verifying the numerical solution

No. Airspeed (V ), km/h Propeller speed (n), rpm

1 160 1100

2 180 1238

metal plate on the earth’s surface and was placed 7 mm from it. The microphone was installed

at a distance equal to three-fourths between the center and the edge of the plate along the radius

and perpendicular to the flight path of LPDA. This microphone installation method is used in

the certification tests of light propeller-driven aircraft. The ambient noise levels during the tests

were lower than the noise levels of the power plant in the entire studied frequency range by at

least 10–15 dB. The results of flight acoustic tests of AN-2 aircraft are presented in detail in [14].

2. Method of Numerical Simulation

2.1. Main Equations

Aeroacoustics modeling is based on decomposing compressible medium motion equations

into the vortex (vortex motion of an incompressible medium) and acoustic modes [15, 16]. The

velocity is the sum of the vortex flow velocity and the velocity of acoustic motion, which gives

an acoustic-vortex equation for the fluctuations of the enthalpy (i) in the isentropic flow of the

compressible medium:

1

a2
∂2i

∂t2
−∆i = ∇

(
∇(1/2U2)− U × (∇× U)

)
, (1)

where a – mean sound speed, U – the velocity field of the vortex mode (pseudo-sound).

The equations of moments are used to model the vortex mode:

∂ρU

∂t
+∇ · (ρU ⊗ U) = −∇P +∇ ·

(
(µ+ µt)

(
2Ŝ − 2

3
(∇ · U)Î

))
(2)

and continuity
∂ρ

∂t
+∇(ρ · U) = 0, (3)
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where ρ – air density, P – pressure in the vortex flow, µ – molecular coefficient of dynamic

viscosity, µt – turbulent coefficient of dynamic viscosity, Ŝ – strain rate tensor, Î – unit tensor.

The solution methodology discussed is based on the finite volume method. The finite volume

method involves the integration of the equations of fluid motion and the transfer of scalar

quantities in partial derivatives with respect to the volumes of computational cells – polyhedra.

This ensures the conservatism of the mass, momentum, energy and other desired quantities

in the computational domain. For the finite-difference solution of the equations of the vortex

mode, the method of splitting by physical processes is used, which provides the second order

of approximation accuracy in spatial variables and the first order in time. To solve the wave

equation, an explicit method is used in time with the second order of approximation accuracy

in space and time.

The acoustic-vortex method is implemented as a beta version of the single-processor software

code FlowVision 2.5x. Currently, the development of a multiprocessor version of the acoustic-

vortex module based on FlowVision 3.12 is being completed.

The k-e turbulence model determines the turbulent viscosity with setting of solid wall bound-

ary condition in the form of “wall functions” (numerical implementation of the logarithmic law

for the velocity profile in the boundary layer).

2.2. Calculated Area and Grid

The calculation is carried out on a grid of the third level of adaptation with the number

of calculation cells of 230000. The calculation time on the Intel(R) Core (TM) i5-7400 CPU

3.00 GHz processor for solving the vortex mode equations from zero initial conditions is 40 hours.

The calculated area is a cylinder with a diameter of 20 m and a height of 20 m (Fig. 3).

The propeller locates in the center of the computation domain. The calculation is carried out in

a fixed coordinate system with a simulation of the propeller rotation.

Figure 3. Computation region

Simulation of Isolated Propeller Noise Using Acoustic-Vortex Method

24 Supercomputing Frontiers and Innovations



In the computation study, an adapted grid of the third level is applied – near the propeller,

the cells of the initial rectangular grid are divided into eight smaller cells – this procedure repeats

three times. The computation grid in the vicinity of the propeller is shown in Fig. 4.

(a) in the plan view (b) in the meridional plane

Figure 4. Computation grid

3. Results of Numerical Simulation

Numerical calculations were performed for two flight modes presented in Tab. 2. This section

presents computational data on the airspeed of 180 km/h at a propeller speed of 1238 rpm.

3.1. Aerodynamic Results

The aerodynamic results are presented in Fig. 5 in the form of an instantaneous static

pressure field (Pa) in the propeller rotation plane and the meridional plane.

One can see (Fig. 5a) that local pressure drop zones are formed when the propeller blades

flow around. The propeller at work (Fig. 5b) throws off the flow and creates thrust, thus the

aerodynamic pattern of the problem under consideration is realistic.

The results of the calculated evaluation of the thrust and power of the propeller for the flow

conditions of the power plant considered in the work are presented in Tab. 3.

Table 3. Thrust and power of the propeller according to the results of numerical
simulation

No. Airspeed (V ), km/h Propeller speed (n), rpm Thrust, N Power, kW

1 160 1100 506.8 133.8

2 180 1238 315.8 139.3

3.2. Acoustic Results

The acoustic results in the sound pressure field (Pa) of the first BPF tone of propeller

noise in the plane of rotation of the propeller and the meridional plane are shown in Fig. 6.

The distribution of the amplitude (Pa) of the first BPF tone of propeller noise in the plane of

rotation and the meridional plane is shown in Fig. 7.
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(a) in the plan view (b) in the meridional plane

Figure 5. Instantaneous static pressure field

The presented results indicate the dipole nature of the noise emission of the propeller [17, 18].

The maximum noise levels are observed in the direction of the azimuth angle of 90, which is

consistent with the directional pattern of the first BPF tone of the studied propeller obtained

under static conditions when the maximum was observed in the direction of 105 [13]. There

are four characteristic directions of radiation maximums located symmetrically in the plane of

rotation.

(a) in the plan view (b) in the meridional plane

Figure 6. Sound pressure field (Pa) of the 1st BPF tone of the propeller noise (flight direction
along the Y-axis)

The distribution of sound pressure of the 1st BPF tone at the boundary of the calculation

domain is shown in Fig. 8. The sound pressure is distributed unevenly and symmetrically on

the lateral surface, revealing four maximums. One can see that at the inlet and outlet of the

cylindrical region, the sound pressure is distributed evenly and decreases to the periphery.

4. Comparison of Calculated and Experimental Data

The comparison of calculated and experimental data is based on comparing the sound power

levels of the first three tones of the propeller noise. The evaluation results are shown in Fig. 9
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(a) in the plan view
(b) in the meridional plane

Figure 7. Amplitude (Pa) of the 1st BPF tone of the propeller noise (flight direction along the
Y-axis)

Figure 8. Sound pressure distribution (dB) of the first tone at the boundary of the computational
region

for two flight modes. Additionally, the graph shows the results of the calculation performed by

the semi-empirical method [19, 20].

For a flight mode with an airspeed of 160 km/h, a good agreement was obtained between

the results of numerical simulation and experimental data for the first two tones of propeller

noise. For the flight mode with a speed of 180 km/h, the deviation from the experimental data

does not exceed 2 dB.

M.A. Pogosyan, S.F. Timushev, P.A. Moshkov, A.A. Yakovlev

2023, Vol. 10, No. 1 27



Note that the semiempirical method provides an acceptable calculation accuracy for solving

engineering problems. For the two presented calculated cases, the deviation of the measured and

calculated sound power levels of the above three tones does not exceed 2 dB.

According to the authors of the work, in this case, a deviation within 2 dB is a good result

of modeling the sound field of a propeller, since the measurement error of the sound pressure

level of the measuring system used is 0.7 dB. A deviation of more than 3 dB when assessing the

sound power level leads to an overestimation or underestimation of the sound power by 2 times.

(a) V = 160 km/h, n = 1100 rpm (b) V = 180 km/h, n = 1238 rpm

Figure 9. Comparison of sound power levels of the first three propeller noise tones obtained in
the experiment with numerical and semi-empirical modeling

Conclusions

A numerical simulation of the noise of the AV-2 propeller installed on AN-2 LPDA is per-

formed. The calculations were performed for the cruising flight modes of the aircraft with air-

speeds of 160 and 180 km/h corresponding to the propeller speeds of 1100 and 1238 rpm, respec-

tively. The description of the acoustic-vortex method, the calculation area, and the computation

grid are presented. The aerodynamic results are presented in a distribution of the instantaneous

pressure field. The acoustic results are presented in the form of a sound pressure field and the

amplitude of the first BPF tone of the propeller noise. The data indicates the dominance of

dipole noise at the frequency of the first tone, that is, noise from a steady aerodynamic load.

For the studied propeller, the thickness noise is insignificant in the flight modes considered,

consistent with well-known propeller noise theories and experimental data.

The numerical simulation results are compared with the results of the in-flight experiment

and the results of calculating the propeller noise by the semi-empirical method. The data ob-

tained in the experiment agree with the results of numerical and semi-empirical modeling. Verifi-

cation results indicate the possibility of using the acoustic-vortex method in solving the problem

of computing the noise of propellers in tractor configurations. As a parameter for comparative

evaluation, the sound power level for the first three tones at frequencies multiple of the blade

passing frequency was selected. This parameter does not depend on the distance from the source

and characterizes the propeller sound energy emission.
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The presented work continues to investigate the possibility of using the acoustic-vortex

method to simulate the propeller noise in actual aircraft configurations, considering the instal-

lation effects (blade-wake interaction noise, blade-vortex interaction noise, scattering noise of

airframe elements, etc.).

Acknowledgements

The authors thank Kozhevnikov Yevgeniy, head of the Moscow Aviation Institute (National

Research University) local aerodrome, for organizing acoustics tests.

This paper is distributed under the terms of the Creative Commons Attribution-Non Com-

mercial 3.0 License which permits non-commercial use, reproduction and distribution of the work

without further permission provided the original work is properly cited.

References

1. Pettingill, N.A., Zawodny, N., Lopes, L.V.: Acoustic and Performance Characteristics of

an Ideally Twisted Rotor in Hover. AIAA Scitech 2021 Forum, AIAA Paper No. 2021-1928

(2021). https://doi.org/10.2514/6.2021-1928

2. Yang, Y., Liu, Y., Li, Y., et al.: Aerodynamic and Aeroacoustic Performance of an Isolated

Multicopter Rotor During Forward Flight. AIAA Journal 58(2) (2020). https://doi.org/

10.2514/1.J058459

3. Zhou, T. Jiang, H., Sun, Y., et al.: Acoustic Characteristics of a Quad-Copter Under Realistic

Flight Conditions. 25th AIAA/CEAS Aeroacoustics Conference, AIAA Paper No. 2019-2587

(2019). https://doi.org/10.2514/6.2019-2587

4. Moshkov, P., Samokhin, V., Yakovlev, A.: About the community noise problem of

the light propeller aircraft. Akustika 34, 68–73 (2019). https://doi.org/10.36336/

akustika20193466

5. Moshkov, P., Samokhin, V., Yakovlev, A., Bolun, C.: The problems of selecting the power

plant for light propeller-driven aircraft and unmanned aerial vehicle taking into account

the requirements for community noise. Akustika 39, 164–169 (2021). https://doi.org/10.

36336/akustika202139162

6. Titarev, V.A., Faranosov, G.A., Chernyshev, S.A., Batrakov, A.S.: Numerical modeling of

the influence of the relative positions of a propeller and pylon on turboprop aircraft noise.

Acoust. Phys. 64, 760–773 (2018). https://doi.org/10.1134/S1063771018060118

7. Drofelnik, J., Andrejasic, M., Mocan, B., et al.: Measurement and modelling of aero-acoustic

installation effects in tractor and pusher propeller architectures. 2021 AIAA AVIATION

Forum, AIAA Paper No. 2021-2301 (2021). https://doi.org/10.2514/6.2021-2301

8. Vieira, A., Snellen, M., Malgoezar, A.M.N., Merino-Martinez, R., Simons, D.G.: Analysis

of shielding of propeller noise using beamforming and predictions. JASA 146(2), 1085–1098

(2019). https://doi.org/10.1121/1.5121398

M.A. Pogosyan, S.F. Timushev, P.A. Moshkov, A.A. Yakovlev

2023, Vol. 10, No. 1 29

https://doi.org/10.2514/6.2021-1928
https://doi.org/10.2514/1.J058459
https://doi.org/10.2514/1.J058459
https://doi.org/10.2514/6.2019-2587
https://doi.org/10.36336/akustika20193466
https://doi.org/10.36336/akustika20193466
https://doi.org/10.36336/akustika202139162
https://doi.org/10.36336/akustika202139162
https://doi.org/10.1134/S1063771018060118
https://doi.org/10.2514/6.2021-2301
https://doi.org/10.1121/1.5121398


9. Vieira, A., Malgoezar, A., Snellen, M., Simons, D.G.: Experimental study of shielding of

propeller noise by a wing and comparison with model predictions. Euronoise-2018, 237–244

(2018).

10. Rathgeber, R., Sipes, D.: The Influence of Design Parameters on Light Propeller Aircraft

Noise. SAE Technical Paper No. 770444 (1977). https://doi.org/10.4271/770444

11. Dahan, C, Avezard, L., Guillien, G., et al.: Propeller Light Aircraft Noise at Discrete

Frequencies. Journal of Aircraft 18(6), 480–486 (1981). https://doi.org/10.2514/3.57515

12. Berton, J.J., Nark, D.M.: Low-Noise Operating Mode for Propeller-Driven Electric Air-

planes. Journal of Aircraft 56(4), 1708–1714 (2019). https://doi.org/10.2514/1.C035242

13. Timushev, S., Yakovlev, A., Moshkov, P.: Numerical simulation of the light aircraft propeller

noise under static condition. Akustika 41, 100–106 (2021). https://doi.org/10.36336/

akustika202141100

14. Moshkov, P.: Study of the influence of in-flight conditions on the light propeller-

driven aircraft noise. Aerospace systems 5, 131–140 (2022). https://doi.org/10.1007/

s42401-021-00127-5

15. Timushev, S., Klimenko, D., Aksenov, A., et al.: On a new approach for numerical modeling

of the quadcopter rotor sound generation and propagation. Proceedings of 2020 International

Congress on Noise Control Engineering, INTER-NOISE (2020).

16. Timushev, S., Yakovlev, A., Klimenko, D.: CFD-CAA Method for Prediction of Pseu-

dosound and Emitted Noise in Quadcopter Propeller. International Journal of Modeling and

Optimization 12(1), 21–25 (2022). https://doi.org/10.7763/IJMO.2022.V12.794

17. Herniczek, M.T.K., Feszty, D., Meslioui, S., Park, J.: Applicability of Early Acoustic Theory

for Modern Propeller Design. 23rd AIAA/CEAS Aeroacoustics Conference, AIAA Paper

No. 2017-3865 (2017). https://doi.org/10.2514/6.2017-3865

18. Herniczek, M.T.K., Feszty, D., Meslioui, S., et al.: Evaluation of Acoustic Frequency Meth-

ods for the Prediction of Propeller Noise. AIAA Journal 57(6) (2019). https://doi.org/10.

2514/1.J056658

19. Samokhin, V.F.: Semiempirical method for estimating the noise of a propeller. Journal

of Engineering Physics and Thermophysics 85(5), 1157–1166 (2012). https://doi.org/10.

1007/s10891-012-0758-y

20. Moshkov, P.A, Samokhin, V.F.: Integral model of noise of an engine-propeller power plant.

Journal of Engineering Physics and Thermophysics 91(2), 332–338 (2018). https://doi.

org/10.1007/s10891-018-1753-8

Simulation of Isolated Propeller Noise Using Acoustic-Vortex Method

30 Supercomputing Frontiers and Innovations

https://doi.org/10.4271/770444
https://doi.org/10.2514/3.57515
https://doi.org/10.2514/1.C035242
https://doi.org/10.36336/akustika202141100
https://doi.org/10.36336/akustika202141100
https://doi.org/10.1007/s42401-021-00127-5
https://doi.org/10.1007/s42401-021-00127-5
https://doi.org/10.7763/IJMO.2022.V12.794
https://doi.org/10.2514/6.2017-3865
https://doi.org/10.2514/1.J056658
https://doi.org/10.2514/1.J056658
https://doi.org/10.1007/s10891-012-0758-y
https://doi.org/10.1007/s10891-012-0758-y
https://doi.org/10.1007/s10891-018-1753-8
https://doi.org/10.1007/s10891-018-1753-8


Saddle Point Method Interpretation of Transient Processes

in Car Tires
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The problem of mechanical excitation of a suspended tire is studied experimentally and the-

oretically. The tire is considered as an elastic waveguide. Its numerical description is provided by

the Waveguide Finite Element Method (WFEM). A case of tire excitation by a δ-shaped pulse is

considered, which corresponds to a short kick applied to some point of the tire. The paper focuses

on asymptotic analysis of the formal solution. Mainly, a forerunner is evaluated, which is a fast

non-stationary wave having an exponential decay. A modification of the saddle point method,

namely, a multi-contour saddle point method, is applied for such an estimation. In the framework

of this method, we look for the saddle points of the analytical continuation of the dispersion di-

agram of the waveguide, taking into account that the contours of integration form a family of

curves on the dispersion diagram. The tire pulse response is also measured experimentally. A good

agreement between the experimentally observed forerunner and its theoretical prediction is shown.

Keywords: transient processes in car tires, forerunner, carcass of the dispersion diagram,

complex dispersion diagram, multi-contour saddle point method.

Introduction

Tire road noise is known to be a significant contributor to the environmental noise. Naturally,

design of “quiet” tires is of great importance for different tire manufacturers. Investigations on

how tire noise is born are held since nearly the middle of the last century. A notable progress is

achieved, however there are still some unanswered questions on this topic.

The mechanisms of exterior noise generation by tires are usually divided into aero-acoustic

induced and vibration-induced ones [27]. The first type is connected to turbulent air motion

mostly, and noise of the second type is produced as a result of interaction of tire vibrations to

the surrounding air. In the current paper we describe the generation mechanisms of the second

type, namely, we are interested in noise, which can be associated with certain tire eigenmodes.

We consider oscillations in a suspended tire, i. e., a tire not touching the ground. Such a

study makes sense since a lot of important processes happen on the part of the tire far from the

contact patch.

Since a tire is a resonator, it is natural to represent its motion as a sum of modes:

U(t, ϕ, Y ) = Wν,j(Y )e−iων,jt+iνϕ,

where U is the (vector) field of displacements in the tire, ϕ is the azimuth (or circumferential)

angle (0 ≤ ϕ ≤ 2π), ων,j is an eigenfrequency, j is a mode number, Y is the set of two variables

in the transversal cross-section of the tire. Function Wν,j(Y ) is a profile of the mode, its three

components describe polarization. Value ν is an integer circumferential order of the mode.

There exists a number of papers (for example, [13, 20, 26, 28]) devoted to classification of

tire modes. A good classification based on mechanisms of modes behavior could help in control

of resonances of a tire. However, it is not a simple task to categorize mode profiles Wν,j(Y ).
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Indeed, for any tire, one can distinguish a number of groups of modes, the profiles of which are

similar. For example, there can be identified a class of flexural modes, the cross-section of which

bends like a plate, while the circumferential motion is weak. Another class features a strong

circumferential motion. Each of these classes is quite numerous. The problem is that a tire also

has a lot of mixed modal shapes, which combine properties of different classes. This fact makes

the number of modal shapes groups big, such a classification is too complex and arbitrary.

A helpful idea is to introduce a waveguide associated with a given tire [7, 8], which we call

a spiral tire. To build such a spiral tire, we assume that angle coordinate ϕ can take real values

from −∞ to∞. Then the circumferential order ν becomes an (angular) wavenumber, and it can

take real values rather than integer ones. The modes in the spiral tire have the form

Wj(Y ; ν)e−iωj(ν)t+iνϕ.

Possible values of ν and ω form a real dispersion diagram with continuous modal branches ωj(ν).

Modes of the initial non-spiral tire can be obtained from the spiral tire dispersion diagram by

picking out the modes with integer ν. Indeed, a tire in this formulation is a segment of a

waveguide, 0 ≤ ϕ ≤ 2π, on the ends of which the periodicity conditions are imposed.

The modes of the spiral tire with similar modal shapes form branches of the dispersion

diagram. The mixed modal shapes appear, where these branches come closer to each other.

Usually, such behavior of the modal branches is referred to as avoided crossing [15], avoiding

crossing [22], mode repulsion [14], veering [26], diabolical points [1], mode splitting, double cusps,

osculation points [10], etc.

The most important reason for building the dispersion diagram of a “spiral tire” (or of any

other waveguide) is that it enables to predict the propagation speed for narrow-band modal

pulses. This concept is known as group velocity , and it can be considered as the speed of energy

transfer in a waveguide [25]. The group velocity reasoning is based on the stationary phase

method. Namely, for given large ϕ and t, the point on the dispersion diagram with

dω

dν
=
ϕ

t
(1)

is a stationary phase point for the corresponding Fourier integral, and the field is estimated by

a local integration near this point. Thus, dω/dν can be treated as an angular group velocity.

The linear group velocity is

vgr = r
dω

dν
, (2)

where r is the radius of the tire. In the standard analysis, this reasoning is held only on a real

dispersion diagram. The resulting field components may have some decay due to dispersion, but

the amplitude behaves like a power of propagation distance ϕ (not exponentially).

A research held by Bolton et al. [3] showed that waveguide propagation in tires can be

observed experimentally. The authors excited a tire by a random force and measured velocity on

a tire surface at different points by a laser vibrometer. After the data had been processed, the

pulse response was obtained. Authors observed exponentially decaying waves, i. e., with ν and

ω having non-zero imaginary parts. Applying Fourier transform, the authors identified Re[ν]

and Re[ω] for the most effectively excited modes. To calculate Im[ν], the authors applied the

Prony series method. The results showed that excited waves were formed by some spots of the

complex dispersion diagram (see below) of a “spiral tire”. Another result of the study was the

identification of the modal shapes of the excited modes. They are flexural modes with different
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transversal index j and a fast mode connected with extension of the tread and having strong

displacement in the circumferential displacement.

It was shown in [18, 19], and later on in [21, 22, 24] that the dispersion diagram for a

waveguide can be analytically continued into the domain of complex values of ν and ω to

obtain the complex dispersion diagram. In other words, the complex dispersion diagram is a

set of all, complex and real, solutions of the dispersion equation. Studying of the complex

dispersion diagram instead of the real one can help one to describe exponentially decaying

transient processes in a waveguide. Indeed, instead of the stationary phase method one should

use the saddle point method (which is essentially the same).

In the current paper, we develop a method to estimate a response on a δ-shaped force

applied to some point on a suspended tire. Our method allows one to predict pulses in a tire and

find modal shapes corresponding to these pulses. We are especially interested in forerunners, the

propagation velocity of which is higher than any group velocity on the real dispersion diagram.

Such pulses are of interest in the context of tire noise because they can effectively radiate sound

into the surrounding air [3, 27]. The forerunners typically possess exponential decay, but this

decay is not strong enough to make the amplitude negligibly small.

Note that the forerunners are a diffraction phenomenon and their attenuation is not con-

nected to damping in tire compounds materials. In this paper we consider only the tires made of

materials without energy losses. Indeed, this is a slightly idealized formulation. Beside the sim-

plifications mentioned above, we ignore the interaction of elastic modes with the cavity modes

and the radiation of sound into the outer air.

In this paper we describe the wave process in the tire by a WFEM equation (3) (see below)

and apply to it a technique similar to the one described in [24], i. e., we find the solution in the

form of a Fourier transform and estimate the integrals by the saddle point method assuming

that ϕ is large enough. As it is known from the standard theory, the saddle point method starts

with finding of the saddle (or stationary) points on the dispersion diagram, i. e., the points for

which the equation (1) is valid for a given value ϕ/t. Then, one should deform the contours of

integration in the initial integrals in such a way that they pass through some of the saddle points

and the integrand decays exponentially outside the saddle points. Finally, one should estimate

the integral near the saddle points.

Each saddle point on the complex dispersion diagram is related to three values: ν, ω, and

the ratio ϕ/t. A set of all complex saddle points for all admissible (i. e., real) values of ϕ/t is

called a carcass of the dispersion diagram. The real dispersion diagram belongs to the carcass

as a whole, but there are also important complex branches of the carcass that describe decaying

pulses. The latter can give significant contribution into the wave field for moderately large values

of ϕ.

Thus, to estimate the wave field, we make the following steps:

• study the complex dispersion diagram for a tire;

• search for carcass points in the complex domain of ν and ω;

• estimate their contribution into the field;

• sum up contributions from different carcass points.

The plan of the paper is as follows. Some details of the experimental data are described in

Section 1. In Section 2 a WFEM equation is formulated. In Section 3 we find a solution in the form

of double integral over ν and ω. Then, applying the residue method, we find modal decomposition

for the pulse response of a spiral tire. Also, a complex dispersion diagram is discussed. The
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carcass for a tire is built in Section 4. The procedure of estimation of the contributions of the

carcass points is described in Section 5. In Section 6 we compare the experimental results and

the theoretical predictions of the fast transient waves field. Then we make a conclusion.

1. Experimental Evidence of Forerunners in a Tire

Here we describe an experiment for measurement of the pulse response in a suspended tire.

The geometry of the experiment is shown in Fig. 1 and Fig. 2. A tire is excited by a force applied

to some point on the outer surface of the tire located at the sagittal (central) plane. The force

is directed radially towards the tire center. Let the azimuth coordinate of the source be equal to

0◦. The time profile of the force is a δ-function3. A detector is placed also in the sagittal plane

in different positions characterized by the azimuth angle ϕ. The detector is one-axis, polarized

normally to the tire. The detector provides the oscillation acceleration an of a point of the tire.

Figure 1. Side view of a tire

The front parts of three typical profiles of pulse response are shown in Fig. 3. From this

data, one can easily find that velocity of propagation of the maxima in the area t < 4 s is about

350 m/s, and velocity of propagation of maxima in the right part of the figure is about 70 m/s.

Let us compare these values to the values of the group velocities on the real dispersion diagram.

A real dispersion diagram for the considered spiral tire is shown in Fig. 4. Corresponding

group velocities are plot in Fig. 5. One can see that the maximum value of the group velocity

is about 250 m/s. Pulses propagating with velocities higher than this value are the forerunners,

in particular, the first pulse in Fig. 3 is a forerunner. The slow pulse appears to be described by

the real dispersion diagram, and it corresponds mainly to flexural modes.

Due to the way of the excitation and the fact that the considered tire was almost symmetrical

with respect to the central plane, the most effectively excited modes must have significant radial

displacement in the central part of a cross-section. One can check that points satisfying this

characteristic are located below the line vgr = 142 m/s, this area is shown by grey in Fig. 5.

That is, we can expect that the wave field for 142 < rϕ/t < 250 (m/s) is also formed by some

pulses, whose nature is close to the forerunners.

3Indeed, such time profile is a result of a correlation-based data processing. We omit details here.
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(a) Source position 0◦ (b) Detector position ϕ

Figure 2. Tire profiles at the source and the detector azimuth positions

Figure 3. Pulse response of a tire

Figure 4. Real dispersion diagram for the chosen tire

We should note that the critical velocity of the pulse in noise-related application is the

velocity of sound in air, that is 343 m/s under normal conditions. An elastic pulse that travels

faster can radiate a powerful airborne noise due to Cherenkov’s mechanism. Indeed, formally, this

should be the phase velocity of the pulse, i. e., the velocity of pulse maxima/minima. However,

as we see below, in our case the phase and group velocities are close to each other.
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Figure 5. Group velocities for real ω for the chosen tire. Stationary points significantly con-
tributing to the field (due to the excitation way) are located in the grey area

2. Numerical Description of the Tire Using WFEM

We assume that the tire is homogeneous in the angular direction and that the tire cross-

section is described by a dense enough mesh. The field is described by values of three spatial

components of displacement in each of the mesh nodes. These values form a vector of unknowns

U(t;ϕ). The dimension of this vector is 3N , where N is the number of mesh nodes on the cross-

section of the tire. It is shown in [7, 8, 11, 16] that a good mathematical model for such a tire

is Waveguide Finite Element Method (WFEM). The method is also called Semi-analytical finite

element method [14], Hybrid two-dimensional finite element method [11], Matrix Klein-Gordon

equation (MKGE) [12]. In the framework of this method, the field is described by a partial

differential equation for U:

(
D2∂

2
ϕ + D1∂ϕ + D0 −M∂2t

)
U(t, ϕ) = F(t, ϕ), −∞ < ϕ, t <∞. (3)

The right-hand side F(t, ϕ) is a vector that describes the excitation. Matrices D2,D1,D0,M are

constant; they depend on the tire structure and materials. Since we ignore the attenuation in

the materials forming the tire, matrices D2,D1,D0,M are assumed to be real and having the

following properties:

MT = M, DT
0 = D0, DT

1 = −D1, DT
2 = D2. (4)

Besides, matrices M and D2 should be positive-definite, and D0 should be a non-negative definite

matrix. The matrices Dm and M are provided by mechanical modeling (say, FEM-based) and

contain the whole mechanical structure of the tire. Below we do not consider this mechanical

matter and concentrate on the mathematical properties of (3). A brief derivation of WFEM (3)

is described in [23].

According to the experimental set-up, we assume that the excitation is delta-shaped with

respect to t and ϕ:

Fδ(t)δ(ϕ),
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where F is a constant vector. Since the force is applied to a small spot on the tire surface and

has a radial polarization, we assume that F has a single non-zero component corresponding to

a node of application and a polarization of the force.

3. Formal Solution of the Governing Equation

Let us find a formal solution of (3). Let us apply the Fourier transform with respect to ϕ

and Laplace transform with respect to t. The result is a linear algebraic system:

PŨ = F, (5)

where Ũ = Ũ(ω, ν) is a Fourier-Laplace image of U(t, ϕ), P is a matrix defined as

P = P(ω, ν) ≡ ω2M− ν2D2 + iνD1 + D0. (6)

Matrix equation (5) can be solved provided P is non-singular. By inverting the Fourier and

Laplace transforms, let us obtain a solution in a double integral form:

U(t, ϕ) =
1

4π2

∞∫

−∞

∞+iε∫

−∞+iε

P−1Feiνϕ−iωt dω dν, (7)

where ε is an arbitrary small positive value (it comes from the Mellin’s transform and enforces

the causality of (7)).

Let us fix some value ν and consider the inner integral. According to the Jordan’s lemma

one can close the integral in the lower half of the complex ω-plane. Applying the residue method,

one can obtain the series-integral representation:

U(t, ϕ) = − i

2π

∑

j

∞∫

−∞

Res[P−1Feiνϕ−iωt, ωj(ν)] dν, (8)

where ωj(ν) are solutions of the dispersion equation

detP(ω, ν) = 0 (9)

with respect to ω that lie inside the enclosed integral contour on the ω-plane. According to the

reality statement [7] all poles of the integrand of the integral in (7) belong to the real ω-axis,

and, consequently, all of them participate in (8).

One can derive (see, for example, [16]) that

Res[P−1, ωj(ν)] =
WjVj

2ωj(ν)VjMWj
, (10)

where Wj = W(ν, ωj(ν)) and Vj = V(ν, ωj(ν)) are eigenvectors of the left and right eigenvalue

problems:

PW = 0, VP = 0. (11)

Hence,

U(t, ϕ) = − i

4π

∑

j

∞∫

−∞

WjVjF

ωj(ν)VjMWj
eiνϕ−iωj(ν)t dν. (12)

K.S. Kniazeva, Y. Saito, A.I. Korolkov, A.V. Shanin

2023, Vol. 10, No. 1 37



The dispersion equation (9) can be considered as an equation for ω with a parameter ν.

The equation has generally 6N solutions ωj(ν) (3N is the dimension of U). It has been shown

in [18, 19, 21, 22] that solutions ωj(ν) can be analytically continued into the complex domain

of ν to form a Riemann surface R of a multi-valued function ω(ν), which is defined implicitly

by (9). The index j over which the summation (12) is performed corresponds to number of a

sheets of R. Taking this into consideration, one can rewrite (12) as follows:

U(t, ϕ) = − i

4π

∫

∑
j γj

WVF

ω(ν)VMW
eiνϕ−iω(ν)t dν, (13)

where γj are all preimages of the positively oriented real axis ν on the Riemann surface R,

W = W(ν, ω(ν)), V = V(ν, ω(ν)).

The obtained solution (13) is valid for any waveguide. Its problem is that it does not give a

clear understanding of the field structure and of wave pulses propagating in the waveguide. To

obtain an insight into the transient processes, we apply a multi-contour saddle point method [24].

Unlike the usual saddle point method, to estimate (13), we need to perform the integration on

the Riemann surface R having a complicated set of branch points. Thus, before applying the

multi-contour saddle point method we need to study the structure of R.

In [23, 24] we demonstrated that it is relevant to consider the Riemann surface R as a

projection of a manifold H onto the ν-plane. The manifold H is a set of all possible complex

solutions (ω, ν) of the dispersion equation, we call it a complex dispersion diagram. Note that

since points of H are restricted by one equation (9), the manifold H has complex dimension 1,

which is real dimension 2.

Instead of projecting of H onto ν-plane, one can project it onto ω-plane. The result is the

Riemann surface R′ of a multivalued function ν(ω), the sheets of which are solutions of (9) with

ω taken as a parameter. Such projections result in branch points on the Riemann surfaces, which

should be taken into account while deforming the integration contours. Compared to R and R′,
manifold H is smooth, since it is defined by a polynomial equation (9). Thus, the contours of

integration can be freely deformed on H.

Another consequence of the smoothness of H is that the corresponding modal shapes (eigen-

vectors) change smoothly when the point (ω, ν) is moving along a continuous curve on H. This

fact explains the interchange of the modal shapes near avoiding crossings of the real dispersion

diagram.

Also, we can make an obvious conjecture that manifold H is not connected, if, physically,

the waveguide can be split into isolated subsystems.

Let us make a short note on numerical solution of the dispersion equation (9). Indeed, this is

a polynomial equation of a high dimension. We prefer to consider this equation as a generalized

eigenvalue problem, in which ω2 is the eigenvalue and ν is a complex parameter. Modern systems

of linear algebra solve such problems very efficiently, namely, they are capable of finding, say,

about 50 smallest or largest eigenvalues. This fits our needs. All complex and real dispersion

diagrams below are built this way. As a by-product of this procedure, we obtain right or left

eigenvectors, i. e., solutions of (11).

We are going to use a formula for the angular group velocity [2, 7, 14, 16]:

Ωgr ≡
dω

dν
=

2νVD2W − iVD1W

2ωVMW
. (14)
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The formula can be easily derived from (11). This formula allows us to avoid numerical differ-

entiation of the function ω(ν).

4. Carcass of the Dispersion Diagram

The main goal of the current paper is to estimate asymptotically the expression (13) and

indicate the parts of the complex dispersion diagram mainly contributing into the field by the

multi-contour saddle point method.

The equation (13) can be rewritten:

U(t, ϕ) = − i

4π

∫
∑
j γj

WVF

ω(ν)VMW
eiϕg(ν,ω) dν, (15)

where g(ω, ν) is a phase function

g(ω, ν) = ν − ω/Ω, (16)

Ω is a formal angular velocity

Ω ≡ ϕ/t. (17)

According to the saddle point method, asymptotic estimation of an integral is a sum of saddle

point integrals, and the saddle points are the points where derivative of the phase function is

zero:
dg(ω, ν)

dν
= 0, p = (ω, ν) ∈ H. (18)

Substituting (16), one can obtain (1). Note that we assume that

d2g(ω, ν)

dν2

∣∣∣∣
p

6= 0

at each saddle point. If this is not true, a more elaborate asymptotic (e.g., an Airy one) is needed

to be built.

Using function (16), we obtain the condition for finding the saddle point

Ωgr(p) = Ω, (19)

where the function Ωgr(p) is defined by (14).

Let us consider all points p ∈ H, real and complex, and find the set of all such points that

Ω(p) is real. Indeed, potentially any such point may become a saddle point for some Ω. This set

is called a carcass of the dispersion diagram.

Not all points of the carcass contribute into the field. Namely, to estimate the integral (13)

for certain (t, ϕ), one should deform the initial integration contour into the steepest descend

contour. The latter will pass through some points obeying the relation (19) (and thus contribute

to the field), but not necessarily through each of them. The points p ∈ H, through which the

steepest descend contour passes when ϕ/t = Ωgr(p), are called active points of carcass, and the

rest ones are not active.

Obviously, points of the real dispersion diagram satisfy (1), i. e., belong to carcass. Moreover,

these points are active, because they define far field, according to the stationary phase method.
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A good example of active and not active saddle points is provided by an example based on

the integral representation of the Airy function:

Ai(ξ) =

√
ξ

2π

∫
exp{iξ3/2(τ3/3 + τ)}dτ.

For large positive ξ, there are two saddle points, τ = ±i, but only the point τ = i is active, since

the contour of integration should be shifted into the upper half-plane.

The procedure of deformation of the initial contour of integration into a steepest descend

one is quite complicated. Fortunately, there exists an efficient algorithm of finding the active

points on the carcass without making the whole deformation [6, 24]. The algorithm is as follows:

1. We consider only ϕ, t > 0, so carcass points with Ωgr < 0 are marked as not active.

2. Carcass points p with Im[g(p)] < 0 are marked as not active.

3. From other carcass points two contours of steepest descend of Im[g] are built. If

• both of them hit the real axis ν, then the point is not active;

• both of the contours go to infinity on the complex plane ν, then the point is also not

active;

• only one of the contours hits the real axis, then the point is active.

The results of building a carcass and finding active points on the carcass are shown in

Fig. 6. As one can see the carcass is composed of 1D curves (branches). We assume that each

branch corresponds to a certain mode shape (at least that the mode shape varies continuously

along the branch). Thus, one can associate a mode with each branch (corresponding pulses are

attenuating).

Figure 6. Projection of the carcass on ν-plane: found not active points (grey), active branches
(black)

Most of the active carcass branches start from the real axis. The points, where the complex

carcass branches start to grow from the real axis, are the points of the group velocity extremes

(maxima or minima). As it is known [17] such points provide Airy-type asymptotics.
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There can exist points with negative group velocities on the real dispersion diagram (it can

be seen in the real dispersion diagram Fig. 4). It follows from the dispersion equation (9) that

if a point with positive real ν and ω has a negative group velocity, then the point (−ν, ω) has

the opposite (positive) value of the group velocity. Such points can also become start points for

some complex carcass branches. One of such active carcass branches can be found in the domain

Re[ν] < 0 in Fig. 6.

5. Computing Field Asymptotics at Active Saddle Points

According to the saddle point method, (13) can be represented as a sum of saddle point

integrals:

U(t, ϕ) ≈
∑

m

U∗m(t, ϕ), (20)

where U∗m(t, ϕ) is a contribution of the m-th active carcass point.

Since each active carcass branch is a curve on which Ω changes monotonically, a carcass

branch forms a pulse. Our plan is to calculate the field for each of the active carcass branches

and then sum them up.

Formula for a contribution U∗m of a carcass point (ω∗m, ν∗m) into the full wave field can be

derived in a rather standard way (see, for example, [4]):

U∗m = ±i
√√√√ 1

2πt
∣∣∣ d2ωdν2

∣∣
ν∗m

∣∣∣
exp

{
−i
(

1

2
arg

(
d2ω

dν2

∣∣∣∣
ν∗m

)
+ π/4

)}
W∗mV∗mF eiν∗mϕ−iω∗mt

2ω∗mV∗mMW∗m
, (21)

where W∗m = W(ω∗m, ν∗m) and V∗m = V∗m(ω∗m, ν∗m) are the (right/left) eigenvectors at the

carcass point. The sign in (21) is chosen as follows:

• “minus” if
π

2
< arg

(
d2ω

dν2

∣∣∣∣
ν∗m

)
≤ π,

• “plus” if

−π < arg

(
d2ω

dν2

∣∣∣∣
ν∗m

)
<
π

2
.

Let us recall that the detector measures the radial acceleration an in the inner central point

of the tire cross-section ϕ (see Fig. 2). Similar to (20), value an can be represented as a sum of

the saddle point contributions:

an(t) ≈
∑

m

(an)∗m(t). (22)

Each of the acceleration contributions (an)∗m is the second time derivative of the corresponding

saddle point contribution into the displacement field (un)∗m:

(an)∗m(t) = −ω2
∗m (un)∗m(t). (23)

A displacement contribution (un)∗m is the necessary component of the vector U∗m calculated

by (21).

In Fig. 7 we plot examples of the pulses formed by some of the active carcass branches. The

detector position was ϕ = 100◦. The legend of the figures shows the point on the real ν-axis,
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where the active carcass branches start to grow into the complex domain. For example, the most

left black branch in Fig. 6 intersects the real axis at ν ≈ −3.08. According to the legend for

Fig. 7b), this value corresponds to the black dashed line.

One can see that most of the pulses are oscillating and attenuating for small t. Another

observation is that there is no prevailing pulse, which determines the field for small t. Instead,

there are few dozens of pulses, the amplitude of which are of the same order.

a) b)

Figure 7. Examples of pulses formed by some of the found active carcass branches. The detector
is placed at ϕ = 100◦

6. Comparison of the Experimental and Theoretical Results

Finally, we find the sum of the calculated pulses for the tire and compare it to the experi-

mental results (see Fig. 8). The black curves in the figure show the saddle point asymptotic, the

grey ones show the experiment data.

The area, where the stationary points of the real dispersion diagram can contribute to the

field, is highlighted by light grey. As it was discussed in Section 1, the boundary of this area

is defined by the maximum group velocity on the real dispersion diagram corresponding to a

modal shape with strong radial displacement in the center of a tire cross-section. Since we have

considered only the complex branches of the carcass, the curves are not supposed to coincide in

the grey area.

We observe that before the light grey domain our method describes the wave field adequately.

We obtain that the forerunners field is formed by approximately 20 complex carcass branches.

It is worth to recall also that we excluded dissipation losses from our model. Probably, if

there were a good instrument to describe the attenuation correctly, even better results could be

obtained. However, the problem of description of energy losses in tires is known to be difficult.

In a suspended tire the attenuation occurs, mainly, due to the hysteretic character of rubber

deformation (see, for example, [5, 9]).
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Figure 8. δ-pulse response of the tire for different detector positions: experimental results (grey
curves) and the saddle point asymptotics (black curves). Light grey area is the area, where the
stationary points of the real dispersion diagram start to contribute

Conclusion

In the current paper, we study non-stationary forerunners in a mechanically excited sus-

pended tire. The consideration is held experimentally and theoretically.

The theoretical model of the tire is provided by a WFEM equation (3). A formal solution is

obtained in the form of a sum of integrals (12). We apply the multi-contour saddle point method

to evaluate the field contribution corresponding to forerunners.

In the framework of the method, firstly, we compute the complex dispersion diagram of the

tire by numerical solution of the eigenproblem (11). After that, we find a carcass, i. e., a set of

points on the complex dispersion diagram, on which the value of dω/dν is real. Then, we classify

the found carcass points into active and not active ones by means of the algorithm developed

in [6, 24]. The active carcass points are shown to form branches, each of which corresponds to

a certain pulse. Finally, to obtain an asymptotic estimation of the non-stationary field, we sum

all the calculated pulses.

An asymptotic estimation of a pulse response for a tire is calculated by this method. Then it

is compared to the tire pulse response obtained by the experiment briefly discussed in the paper.
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A good agreement is observed between the theoretically predicted shape of the forerunners and

the experimentaly measured pulses.

An important and slightly unexpected conclusion is that the forerunner is described well

only by a considerable number of carcass branches (about 20). This probably means that the

forerunner is a ray pulse rather than a modal pulse. Still, we are not aware of a convenient

theory of rays in systems described by WFEM equation. Our finding may be a good motivation

for building of such a theory.

This paper is distributed under the terms of the Creative Commons Attribution-Non Com-

mercial 3.0 License which permits non-commercial use, reproduction and distribution of the work

without further permission provided the original work is properly cited.
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Polyatomic gas cloud expansion into vacuum under pulsed laser ablation is studied on the

basis of one-dimensional model kinetic equation. To account for the influence of internal energy

on the vapor-gas cloud parameters (density, temperature, and velocity) a model kinetic equation

of the BGK-type is applied, which considers the energy exchange using a two-temperature model.

In this approach, the collision integral is approximated by the sum of two terms corresponding

to elastic (translational relaxation) and inelastic (rotational relaxation) collisions. Note that the

vibrational energy is not taken into account in this paper. The independence of the differential

part of transfer equation from the rotational energy makes it possible to reduce the equation to

a system with two functions. A comparison of the gas flow macroparameters obtained by the

kinetic equations and the DSMC is carried out. The influence of the number of rotational degrees

of freedom on the evolution of average temperature and on the gas parameters is shown. The

calculations are performed on non-uniform grids in the phase space with global dynamic velocity

mesh adaptation to suppress the “ray effect”.

Keywords: model kinetic equations, rotational degrees of freedom, pulsed laser ablation, non-

stationary problems.

Introduction

This paper is devoted to the simulation of a widely used technology for nanomaterials

synthesis due to nanosecond pulsed laser ablation (PLA). A large number of numerical, the-

oretical, and experimental studies is focused on the physical phenomena caused by PLA, see,

for example, [1–4] and references therein. However, further research is needed because of the

rapid development of technology and the large number of factors affecting the structure of the

vapor-gas cloud.

Since the vapor cloud dynamics is accompanied by a transition from a continuum regime

to the free-molecular one, numerical modeling of the process at large time intervals is a rather

complicated computational problem. At present, the calculations are most often carried out by

the direct simulation Monte-Carlo (DSMC). The kinetic approach based on integrating the exact

Boltzmann equation or its model approximations by discrete ordinate method (DOM) is rarely

used because of high computational cost.

It should be noted that the usage of a fixed velocity grid in the DOM in the case of discontin-

uous boundary or initial conditions can lead to unphysical oscillations of macroparameters (“ray

effect”). Furthermore in the considered problem, there is an additional source of “ray effect”, due

to the narrow kernel of the velocity distribution function (VDF) in the velocity space. This is a

consequence of boundary values transfer of the distribution function along the characteristics in

velocity interval, that decreases with time. The non-uniform velocity grid with refinement in the

neighborhood of zero velocity [5, 6] allows to obtain monotonic behavior of macroparameters for

high intensity evaporation regime, and in comparison with the results obtained by the DSMC

shows a close solution. However, more rarefied flow regimes require dynamic adaptation of the

velocity grid. Despite the computational difficulties, the usage of kinetic equations for modeling

physical processes represents an important alternative approach.
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The vapor-gas cloud after laser ablation can consist of polyatomic particles, so it seems

important to study the influence of the molecular internal energy on the vapor dynamics, since

the energy exchange affects the density, temperature, and flow velocity, which, in turn, affect

the deposition rate and coating quality.

The molecular vapor cloud dynamics was studied using DSMC and continuum approach

in [7, 8] and in other papers referenced in [8]. The goal of this paper is to determine the possibility

of numerical simulation of the molecular cloud expansion by integration of model kinetic equation

and comparing the obtained results with DSMC. Note that only rotational degrees of freedom

are considered, since accounting for vibrational degrees of freedom based on model equations in

the laser ablation problem requires additional theoretical studies.

The article is organized as follows. In Section 1, we give the formulation of the problem and

a generalized form of the model kinetic equation of BGK type for a polyatomic gas. In Section 2,

we introduce characteristic quantities for normalizing the kinetic equation in the problem of gas

cloud expansion into vacuum during pulsed laser ablation. In Section 3, we compare the results

obtained by the model equation and DSMC and show the influence of internal energy on the

vapor-gas cloud parameters for different numbers of vaporized monolayers. The good agreement

obtained in comparison allows us to consider the model equation as an alternative approach to

reduce the computational complexity of solving these kinds of problems.

1. Formulation of the Problem and Kinetic Equations

Model equation, that takes into account the rotational degrees of freedom, describes the

evolution of the distribution function f(t, r, ξ, Ir) that depends on the coordinate vector r =

(x, y, z), velocity vector ξ, time t, and the continuous variable Ir corresponding to the rotational

energy.

The macroparameters of the gas (particle number density n, velocity vector u, and tem-

peratures Ttr, Trot) are determined using the intrinsic molecular velocity C = ξ − u and the

notation

〈〈f〉〉 =

∫

R3×R+

f(t, r, ξ, Ir)dξdIr

as follows (the lower index tr corresponds to translational variables and rot to rotational ones):

n = 〈〈f〉〉, nu = 〈〈ξf〉〉, 3nkBTtr = 〈〈mC2f〉〉, (krot/2)nkBTrot = 〈〈Irf〉〉,

where m is the molecular mass, kB is the Boltzmann constant, and krot is the number of rota-

tional degrees of freedom. The translational pressure ptr and the equilibrium temperature Teqr,

which is set due to the exchange of translational and rotational energies, are determined accord-

ing to the formulas

ptr = nkBTtr, T eqr =
3Ttr + krotTrot

3 + krot
.

In this study, the calculations for a polyatomic gas are based on the generalized form of

BGK equation [9], which takes into account the internal energies. This model is a special case

of the Rykov equation [9] when the rotational and translational heat fluxes are equal to zero. In

this approach, the collision integral is approximated by the sum of two relaxation terms which

correspond to the elastic and inelastic collisions.
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By averaging the VDF over internal energies and integrating over the variable Ir with weight

coefficients +1, Ir,

f0 =

∫
f dIr, f1 =

∫
IrfdIr,

we reduce the kinetic equation to the system of two model equations,

∂fj
∂t

+

(
ξ,
∂fj
∂r

)
= νtr(nf

tr
j − fj) + νrot(nf

rot
j − fj), j = 0, 1.

Here

f tr0 = fM (Ttr), f rot0 = fM (Teqr), f tr1 = 0.5krotkBTrotf
tr
0 , f rot1 = 0.5krotkBTeqrf

rot
0 ,

fM (T ) =

(
m

2πkBT

) 3

2

exp

(
−mC

2

2kBT

)
, νrot =

ν

Zr
, νtr = ν(1− 1

Zr
),

where Zr is the rotational collision number, ν = ptr/µtr is the collision frequency, and µtr is the

viscosity coefficient, which depends on the translational temperature. The obtained system of

model equations satisfies the conservation laws of density, momentum, and total energy.

2. Details of Calculations

The calculations use dimensionless quantities by introducing characteristic values of the

evaporation spot radius R, surface temperature Ts, number density ns, the most probable

molecular velocity of the evaporating gas vm =
√

2RTs, and the time scale t0 = R/vm. The

hard spheres intermolecular interactions are assumed.

The introduced characteristic quantities lead to a dimensionless form of the kinetic equation

with the Knudsen number Kn = λs/R, where λs = 1/(nsσT
√

2) is the mean free path and σT

is the collision cross section. Assuming that the particle flux ΨV AP = nsut/4 is constant, where

ut = 2vm/
√
π is the thermal molecular velocity, the Knudsen number can be related to the

number of evaporated monolayers Θ = N/N0, where N = τimpΨV APπR
2 is the total number

of molecules evaporated from the surface, N0 is the number of molecules in one layer, and

τimp = τt0 is the laser pulse duration. Then Kn = τ
√

2/π/16/Θ [5].

In the general case, the rotational collision number Zr depends on the temperature, but for

the considered range of the evaporation parameters as indicated in [7], the value of Zr weakly

affects the vapor cloud dynamics, so Zr = 4.

3. Results

The problem of particle evaporation from a surface with expansion into vacuum is considered

in one dimensional geometry. The VDF f (x = 0, ξx > 0, t) at t < τ is Maxwellian with particle

number density n1 = 1, temperature T1 = 1, and u1 = 0 (in dimensionless form). For t > τ ,

f (x = 0, ξx > 0, t) = 0, since full absorbtion is assumed. The initial value of the VDF for the

vacuum simulation f (x > 0, ξx, t) is Maxwellian with parameters n0 = 1.e−12, T0 = 300K/Ts,

u0 = 0.

To study the effect of internal energy on the vapor-gas cloud dynamics, a series of calcula-

tions with different numbers of evaporated monolayers Θ = 1, 10, 100 (Kn = 0.04986τ/Θ) and

different numbers of rotational degrees of freedom are carried out. The numerical solution is
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found by the discrete ordinate method with a finite volume TVD scheme. At the beginning of

the calculations, the cell size near the target for Θ ≤ 10 is chosen of the order of the mean free

path. For Θ = 100 the cell size is larger than mean free path, but its reducing does not lead

to noticeable changes in the solution. The boundary of the computational physical domain is

defined by the estimate of the position cloud boundary at time t = 1000τ .

The calculations are carried out by two software codes. The first of them is Unified Flow

Solver (UFS) [10] in which the distribution functions are reduced to two-dimensional functions

in the velocity space. This code is used for Θ = 100, when high refine level necessary for Knudsen

layer and the “ray effect” due to the intense relaxation of VDF to equillibrium is weak. The

stationary non-uniform velocity grid with fine meshes near zero velocity can be used.

At the beginning of the calculations, the high level of grid refinement is implemented in

the boxes closest to the x = 0. In other boxes, the refinement level is set to zero. At time

moments t > τ , the grid is changed using the adaptive mesh refinement algorithm according

to predefined patterns, which take into account the cloud move and the increasing Knudsen

number. In this case, the calculation can utilize about 108 cells in the phase space and efficient

parallel implementation is essential. The parallel implementation of the UFS is single-level and

uses the decomposition in the physical space with optimal balance between processors. The

calculations were run in Joint Supercomputing Center of RAS using up to 1024 processors.

For Θ = 10 and Θ = 1, another kinetic module with the reduction to a one-dimensional

distribution functions is used. This 1D code tests the algorithm of velocity dynamic adaptation to

supress “ray effect”. At the begining of calculations, velocity intervals (boxes) of an arbitrary size

are given, and a uniform partition is introduced in each of them with the increasing refinement

level in the neighborhood of zero velocity. The grid is changed by doubling the number of cells

in the velocity interval at given times if 2hv/
√
T > C (where C is a given constant and hv is a

velocity step in the corresponding interval). The mapping of the distribution function to a new

grid is carried out with the density conservation.

Calculations show a significant change in the behavior of macroparameters. Thus, during

impulse expansion of the polyatomic gas, intermolecular collisions lead to intensive energy trans-

fer from internal degrees of freedom to translational ones. Increasing translational temperature

leads to a significant acceleration of the cloud. Figure 1 shows comparison of numerical results

obtained by DSMC [7] and the kinetic equation for different number of rotational degrees of

freedom at time moment t = 5τ . Figure 1 shows that the profiles of macroparameters are very

close.

The effect of internal energy on the cloud dynamics over a large time interval can be deter-

mined from the time dependence of the average values of gas parameters (translational temper-

ature, velocity, or density). For this purpose, the mean value F is defined as

F̄ =

∫
nFdx/

∫
ndx.

The average temperatures and velocities for monoatomic gas and for krot = 3 are given in Fig. 2,

which shows that the results obtained by the model equations and by the DSMC practically

coincide.

The effect of the number of evaporated monolayers on the vapor-gas cloud dynamics is

presented in Fig. 3 for krot = 3 in time moments t = 100τ . Figure 3 shows that as the number

of monolayers decreases, the energy exchange becomes weaker and the difference between the

rotational and translational temperatures increases.
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(a) Density (b) Temperaturee

Figure 1. Density and temperature at time moment t = 5τ and Θ = 100, solid lines correspond
to model equations, dashed lines to DSMC

(a) The average translational cloud temperature (b) The average velocity

Figure 2. Influence of the number of rotational degrees of freedom on the temporal evolution of
the average temperature and velocity

(a) Density (b) Temperature

Figure 3. Density and temperature at moment time t = 100τ for different numbers of evapo-
rated monolayers and for krot = 3, solid lines on Fig. 3b translation temperature, dashed lines
rotational temperature

Conclusion

Calculations of evaporation of molecular gas into vacuum induced by a nanosecond laser

pulse using model kinetic equations, that take into account the rotational degrees of freedom, are
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carried out. These calculations describe the experiment more correctly, because they correspond

to a more complete formulation of the problem.

A comparison of the molecular vapor cloud dynamics with the case of a monoatomic gas

shows an increase in the forward temperature and velocity of the gas and comparison of the

results obtained using the DSMC and the integration of model kinetic equations demonstrates a

very close behavior of the macroparameters that makes it possible to use an alternative approach,

based on model equations and to study the complex physical process of laser ablation.

Calculations were carried out on the resources of the Joint Supercomputer Center of the

Russian Academy of Sciences.

This paper is distributed under the terms of the Creative Commons Attribution-Non Com-

mercial 3.0 License which permits non-commercial use, reproduction and distribution of the work

without further permission provided the original work is properly cited.
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Mathematical Modeling of Detonation Initiation in the Channel

with a Profiled End Using Parallel Computations

Alexander I. Lopato1,2

c© The Author 2023. This paper is published with open access at SuperFri.org

The paper is devoted to a numerical study of detonation initiation in the gas mixture in

the channel with a profiled end. Initiation occurs as a result of the reflection of the shock wave

of relatively low intensity from the end of the channel. Numerical calculations are carried out

using unstructured triangular grids. The numerical algorithm is parallelized by the computational

domain decomposition method using the METIS library. The exchange of grid function values

between computing cores is performed using the MPI library. Numerical calculations are conducted

on grids with different numbers of triangular cells. Detonation initiation patterns are obtained,

which correspond to each other. The differences are mainly related to the degree of resolution of

the elements of the gas mixture flow in the channel.

Keywords: detonation initiation, unstructured triangular grids, parallel computations, Kelvin–

Helmholtz instability.

Introduction

Mathematical modeling of gasdynamic processes with chemical reactions, shock waves (SWs)

and detonation waves (DWs) is of great interest from the point of view of fundamental and ap-

plied sciences. Scales of physical quantities and chemical reactions can significantly vary in space

during the study of the process. In addition, gasdynamic processes with DWs have a complex

nonlinear nature (see, for example, [1]), the comprehensive research of which in experiments

is often associated with some difficulties. One of such problems is the study of the process of

suppression of DWs that occur in tunnels and mines. Another, quite important on an industrial

field, is the problem of creating a detonation engine based on rotating detonation in an annular

channel. The issues of detonation initiation in channels are also of interest.

In this work, the initiation of a DW in a gas mixture under reflection of a SW from the

curved end of the channel is considered. The SW propagation along the channel is accompanied

by its interaction with the channel walls with the formation of new waves. The interaction of

waves with each other and with the channel walls leads to the formation of so-called hot spots

that are regions of high pressure and temperature (see, for example, [2]). In this case, hot spots

become initiators of the mixture.

The problems noted above show that the study of the processes of initiation, propagation,

and suppression of DWs can be carried out in a domain of complex geometry and with curved

boundaries. In such cases, the domain is typically discretized using unstructured grids. Indeed,

as noted in [3], it is impossible to generate automatically block-structured grids on arbitrary

geometries. However, calculations on unstructured grids with a large number of cells are usually

quite demanding on computer resources. One of the solutions is the use of parallel computational

technologies, which makes it possible to carry out calculations in various studies in adequate

periods of time.

The aim of the work is mathematical modeling of detonation initiation as a result of shock

wave reflection from the profiled end of the channel using parallel computations.
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The article is organized as follows. Section 1 provides the statement of the problem and

the mathematical model. Section 2 is devoted to the description of the numerical algorithm.

Section 3 contains the results obtained in the calculations. Conclusion summarizes the study.

1. Problem Statement and Mathematical Model

The plane channel with the end consisting of three sections of a plane wall and two semi-

ellipses arranged symmetrically relative to the axis of the channel is considered. The channel

is filled with a model hydrogen-oxygen mixture. The pressure in the channel is 0.04 atm, the

temperature is 298 K. The plane SW with a Mach number of 2.5 propagates towards the end

of the channel. Taking into account the problem statement and the symmetry of the channel,

we consider half of the channel to reduce the number of calculations. The geometry of the

computational domain, as well as the boundary conditions, are shown in Fig. 1. Note that the

geometry and the statement correspond to the data from the experimental work [1].

Figure 1. Schematic of the computational domain

The mathematical model is based on the 2D Euler equations written in the Cartesian

frame (x, y) and supplemented by one-stage chemical kinetics model. The system of govern-

ing equations has the following view:
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Here, t is the time, ρ is the density of the gas mixture, u and v are the components of the gas

velocity, p is the pressure, T is the temperature, e is the total energy per unit the unit of the

volume, Z is the mass fracture of the reactive component of the mixture, ω is the rate of the

chemical reaction, ε is the specific internal energy of the gas, Q is the heat release of the chemical

reaction, µ is the molar mass of the gas, R is the universal gas constant, A is the pre-exponent
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factor. The gas is considered to be ideal with the constant specific heat ration γ. The following

values of the parameters are used:

γ = 1.23, µ = 12
g

mole
, Q = 7.37

MJ

kg
, E = 76.2

kJ

mole
, A = 9.16× 108

m3

kg s
.

The parameters γ, Q, E and A are taken from the database [4]. The parameter values correspond

to a pressure of 0.2 atm, which is equal to the pressure behind the SW reflected from the plane

wall for the considered Mach number value and the initial pressure value of 0.04 atm.

2. Numerical Algorithm

The main feature of the computational technique is the use of completely unstructured

numerical grids with triangular cells. A Delaunay triangulation is carried out to construct the

grids. The computational algorithm is based on the technique of splitting physical processes.

First, the gasdynamic equations are integrated on a time step. Then, the chemical kinetics

equations are integrated on the time step using parameters obtained on the previous stage and

not taking into account the effect of convection. On the gasdynamic stage, spatial discretization

is conducted using the finite volume method. The numerical flux is calculated using the AUSM

scheme. The reconstruction of grid functions with limiter minmod is applied. The numerical

method employs a large stencil on triangular grids suitable for the second order of the accuracy.

Time integration is carried out using a second order explicit Runge–Kutta scheme with two

stages. On the second stage the system of 2 ordinary differential equations is solved numerically

to find the values of gas temperature and mass fracture of the gas reactive component. The

serial computational algorithm is described in more detail in [5].

Figure 2. Example of decomposition of the computational domain into 4 subdomains. The bold

line indicates the boundary of the halo-cells corresponding to the subdomain m

The computational algorithm is parallelized by the method of numerical grid decomposi-

tion. The realization of the parallel algorithm is carried out using the Message Passing Interface

(MPI) technology. The computational domain is divided into subdomains using the METIS

library. The number of subdomains is equal to the number of computing cores used in the com-

putations. Thus, the computing core with the number m corresponds to the values of gasdynamic

parameters in cells from the subdomain m, as well as the values of the parameters in the halo-

cells [6] of the subdomain m. An example of the decomposition of the computational domain
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into 4 subdomains is shown in Fig. 2. The bold line indicates the boundary of the halo-cells

corresponding to the subdomain m. The set of halo cells for each subdomain is determined by

the location of the boundaries of the subdomains and the algorithm of gasdynamic parameters

calculation. At each time step, parameter values in halo-cells are exchanged between computing

cores. The exchange of values is carried out using standard methods of the MPI library. The

MPI Send and MPI Recv blocking functions are quite effective in cases of such decompositions

when a subdomain has one or two adjacent subdomains. In this work, the number of adjacent

subdomains can be more than two, as shown in Fig. 2. So, we use the MPI Alltoallv function

that sends data from all to all computing cores. Then, the calculation of gasdynamic parameters

in each subdomain is carried out using the actual values of the parameters in halo-cells. The

computations are performed on the supercomputer MVS-10P (Joint Supercomputer Center of

RAS).

During the computations, the distributions of gasdynamic parameters in the subdomain m

are periodically written to a CGNS file with a name corresponding to the computing core with

the number m. Visualization of the spatial distributions of gasdynamic flow parameters is carried

out using the open source tool Visit based on the Visualization ToolKit (VTK) library.

3. Results

A series of calculations of the detonation problem for a fixed numerical grid and a different

number of computing cores is carried out. The numerical grid consists of 6 mln cells. The

dependence of the parallel speedup on the number of cores is shown in Fig. 3. The deviation

of the obtained dependence from the linear one is due to the following fact. The greater the

number of computing cores, the greater the number of halo-cells. Moreover, in the case of

a multidimensional computational domain, the number of halo-cells for various cores can be

different. Thus, an increase in the number of cores can lead to the fact that the percentage

of time associated with data exchange between cores will grow, and the percentage of time

associated with calculations will fall due to a decrease in the number of triangular cells per core.

Figure 3. Parallel speedup on supercomputer MVS-10P

Let us consider the process of detonation wave initiation in the case of a numerical grid

consisting of approximately 28 million triangular cells. The reflection of the incident plane SW

from the end of the wall is associated with the formation of a series of waves that interact

with each other and with the walls of the channel. The presence of vertical walls leads to an
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amplification in the gasdynamic parameters inside the elliptic cavities. Ignition of the mixture

occurs in the region of focusing of the flow at about 20 µs. During the combustion of the mixture,

the formation of combustion waves propagating from the ignition region occurs. Detonation

initiation occurs at about 41 µs in two regions on the symmetry axis of the channel outside

the elliptic cavities. Figure 4a shows the spatial distribution of temperature (lower half of the

picture) and density gradients (upper half of the picture) at 41 µs. An important role in the

considered process of detonation initiation is played by the interference of combustion zones and

waves formed after the reflections of the incident SW from the profiled end wall. The presence

of regions with distributed elliptic surfaces leads to a decrease in the detonation initiation time

compared to the case when the rectangular channel without a profiled end is considered. This

statement is in agreement with both experimental [1] and numerical [5] works.

A series of calculations of detonation initiation in the channel with the proposed geometry

is carried out. Numerical grids with different numbers of triangular cells are considered: 1.2 mln,

6 mln, 18 mln and 28 mln cells. The spatial distribution of temperature and density gradients

on the grid consisting of 1.2 mln cells at 41 µs are shown in Fig. 4b. The results obtained

using different grids correspond to each other. In particular, the initiation of the mixture in all

calculations occurs at about 41 µs. However, the detailed resolution of elements and structures

such as the Kelvin–Helmholtz instability formed during the gas flow is observed on the most

detailed grids. On the detailed grids the thickness of SWs becomes smaller that is associated

with a decrease in the effect of numerical smearing in calculations.

(a) fine grid (b) coarse grid

Figure 4. Predicted numerical schlieren images (upper half) and temperature distributions

(lower half) at the time instant 41 µs
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Conclusions

A parallel computational algorithm for calculating gasdynamic flows with detonation waves

on unstructured triangular grids is proposed. Parallelization of the computational algorithm

is conducted by the domain decomposition method using the METIS library. Data exchange

between computing cores is carried out using MPI library functions. The acceleration of the

realized computational algorithm in the problem of detonation initiation in a model hydrogen-

oxygen mixture is demonstrated. Calculations of detonation initiation on several numerical grids

with different numbers of triangular cells are carried out. The results show that the detonation

initiation patterns obtained using different grids correspond to each other. Detailed resolution

of flow structures, including Kelvin–Helmholtz instabilities, is observed on computational grids

with a large number of triangular cells.

Acknowledgements

The work is carried out under the state task of the ICAD RAS.

This paper is distributed under the terms of the Creative Commons Attribution-Non Com-

mercial 3.0 License which permits non-commercial use, reproduction and distribution of the work

without further permission provided the original work is properly cited.

References

1. Vasilev, A.A.: Cellular structures of a multifront detonation wave and initiation (re-

view). Combust. Explos. Shock Waves 51(1), 1–20 (2015). https://doi.org/10.1134/

S0010508215010013

2. Lopato, A.I.: Numerical simulation of shock-to-detonation transitions using one-stage and

detailed chemical kinetics mechanism. In: Favorskaya, M.N., Favorskaya, A.V., Petrov, I.B.,

Lakhmi, C.J. (eds.) Smart Modeling for Engineering Systems, pp. 79–88. Springer (2021).

https://doi.org/10.1007/978-981-33-4619-2

3. Hirsch, C.: Numerical computation of internal and external flows: the fundamentals

of computational fluid dynamics. Elsevier, Oxford (2007). https://doi.org/10.1016/

B978-0-7506-6594-0.X5037-1

4. Schultz, E., Shepherd, J.: Validation of detailed reaction mechanisms for detonation simula-

tion. Caltech Explosion Dynamics Lab, Report No. FM99-5 (2000).

5. Utkin, P.S., Lopato, A.I., Vasil’ev, A.A.: Mechanisms of detonation initiation in

multi-focusing systems. Shock Waves 30(4), 741–753 (2020). https://doi.org/10.1007/

s00193-020-00969-6

6. Besnard, J., Malony, A., Shende, S., et al.: An MPI halo-cell implementation for zero-copy

abstraction. In: EuroMPI 15: Proceedings of the 22nd European MPI Users Group Meeting,

pp. 1–9. ACM Press (2015). https://doi.org/10.1145/2802658.2802669

A.I. Lopato

2023, Vol. 10, No. 1 57

https://doi.org/10.1134/S0010508215010013
https://doi.org/10.1134/S0010508215010013
https://doi.org/10.1007/978-981-33-4619-2
https://doi.org/10.1016/B978-0-7506-6594-0.X5037-1
https://doi.org/10.1016/B978-0-7506-6594-0.X5037-1
https://doi.org/10.1007/s00193-020-00969-6
https://doi.org/10.1007/s00193-020-00969-6
https://doi.org/10.1145/2802658.2802669


Overview of SCM Coupler and Its Application for Constructing
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Numerical modeling is one of the leading research tools for the climate problems. Among

numerical models, researchers use, in particular, coupled models, that are numerical models de-

scribing more than one climate component dynamics and their interactions. The simulation results

with such models depend on the way how these interactions are configured. Therefore, a proper

configuration of the exchanges is crucial. The software called a “coupler” is often used to config-

ure these interactions. The coupler is most helpful if the model components are independent of

each other modules, their number exceeds two, and they have their own computational grid and

time integration step. Key functions of the coupler are managing data exchange between models,

setting up synchronous interaction between them based on the time integration step, and interpo-

lating data from one model’s computational grid to the other model’s grid. Additional functions

can also be implemented, e.g., fluxes computation between model components, data assimilation,

working with the file system, etc. The coupler has one crucial feature: if there is a set of different

models of climate system components, one can construct new coupled models by coupling various

subsets of these components with coupler. This paper gives an overview of the SCM (SibCIOM

Coupling Module) coupler we first developed for the model SibCIOM (Siberian Coupled Ice and

Ocean Model). The description of this coupler has not been published before. The SCM coupler

is a separate module to which the main climate system model component, such as atmospheric,

oceanic, sea ice and land components, can be attached. Additional functions of this coupler in-

clude computation of atmosphere-to-ocean and atmosphere-to-ice fluxes and ocean and sea ice

state correction using a tidal model. This paper also gives examples of two models constructed

with the SCM coupler.

Keywords: coupler, climate modeling, numerical modeling, coupled models.

Introduction

Numerical modeling is one of the main tools in climate research nowadays. There are many

numerical models of different complexity, from simple null or one-dimensional models to ensem-

bles of coupled three-dimensional models. Every model type is used for various aims depending

on the investigated problem. For example, simpler models can be used to estimate the influence

of a specific physical process on the climate, to analyze particular climate drivers or to estimate

some parameters needed for the more complex models to work correctly [9, 19, 25]. More complex

models are often used to describe the dynamics and interactions of climate system components

in detail [33]. Coupled models also describe some climate system components, such as coupled

ocean and sea ice models, e.g., FEMAO [30], SibCIOM [14, 15], coupled atmosphere and land

models [16], etc.

All components of most coupled models are usually independent and interact, or coupled,

with each other in a certain way. Various coupling techniques are possible. A program code of one

model component can be nested in the code of another as a subroutine, or the model components

can run concurrently and communicate with each other through any interface (MPI, file system,

UNIX pipe, etc.). An example of the model that uses both these coupling techniques is the

INMCM climate model [35]. It includes the General Atmospheric Circulation Model (GACM)

component and the General Ocean Circulation Model (GOCM) component, running concur-

rently and interacting with each other through MPI. At the same time, the land, vegetation and
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atmospheric aerosol models are implemented in the GACM component as subroutines, and the

ice model is implemented in the GOCM component.

Other coupling techniques are associated with a software called “coupler”. The main func-

tions of the coupler are management of data transfer between model components, execution

control based on the calendar and time step of model components, and interpolation of coupling

data from the computational grid of one model component to the computational grid of the

other component. Additional functions can also be delegated to the coupler, such as flux calcu-

lation between model components, working with the file system, data assimilation, etc. The set

of these functions may depend on the specific problem.

In general, couplers can be referred to one of three types: stand-alone coupler, integrated

coupling framework and coupling library. Figure 1 shows the interaction diagrams of some cou-

plers with model components.

The stand-alone coupler is usually a separate component of the model. In this case, the

model components are separate executable modules that run concurrently. Usually, such a cou-

pler is serial and its performance is bottleneck when the array sizes and the number of model

components increase, because only the master processes of the model components are involved

in interaction with the coupler. The memory usage restrictions arise from this as well. The most

advanced examples of such couplers are OASIS3 [34] and older versions of the NCAR CSM Flux

coupler (cpl3, cpl4, cpl5), that was used in CCSM model (Fig. 1a).

The integrated coupling framework (e.g. Fig. 1b) is the software that uses component-level

interfaces assembling into a single integrated application. This type of system is managed by a

high-level driver, and the model component code is usually reorganized as a sequence of method

calls, such as initialize, run and finalize, etc. Many systems of this type are usually designed for

a predefined set of components, and any changes may require complicated work on the coupler

and model component codes. However, the ability of such systems to execute model components

sequentially, concurrently or in a mixed mode may give additional opportunities for performance

optimization. The most advanced systems of this type are ESMF [6], NCAR CSM Flux Coupler

(cpl7) [8], and GFDL FMS [2].

It is worth noting that such systems may have the coupler as a separate module, keeping only

a part of the coupler functions, e.g. interpolation or data transfer, and giving other functions, e.g.

execution control, to a high-level driver. The NCAR CSM Flux coupler is one of such couplers.

Starting with the cpl6 version, this type of coupler works in a parallel mode. There are also

couplers which can additionally use abstract interfaces, that enable to couple any number of

models with different characteristics. One of them is the CMF (Compact Modeling Framework)

coupler [21].

The coupling library (Fig. 1c) is a set of coupling tools that are plugged into each model

component as a library. In this case, there is no stand-alone coupler component. Also, a high-level

driver is not required in this case. The coupler functions are performed concurrently by a subset

of the cores of each of the model components, resulting in improved performance. However, as

the number of model components increases, it becomes harder to manage and debug the model

code. The OASIS3-MCT [7] and MCT [20, 24] are the most advanced couplers of this type.

There is no “one-size-fits-all” coupler that is optimal for all coupled models. There is a wide

range of couplers that may be suitable for a particular purposes, but not to the user, like such

couplers as black box. Nevertheless, it can be convenient to create unique coupler that performs

all the additional functions the user needs. In addition, having specific software solution allows
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(a) Stand-alone sequantial coupler (CCSM model)

(b) Integrated coupling framework (ESMF/NUOPC

coupling framework)
(c) Coupling library (OASIS3-MCT)

Figure 1. Interaction diagrams of model components with coupler for different coupler types

to fully control its versions and make the necessary changes without any communication with

coupler holder. Thus, we decided to develop the SCM (SibCIOM Coupling Module) coupler.

The development of the SCM coupler began in the early 2000s, when it was planned to

couple the ocean model developed at ICMMG SB RAS [14, 15] and any sea ice model for

Arctic ocean simulations. The CICE model [4, 10, 18, 27], which, at that time, was part of the

CCSM (Community Climate System Model), was taken as the sea-ice model. Interaction between

the components of this model was performed using the NCAR CSM Flux coupler (cpl4) [23].

Therefore, to avoid modifications in the CICE model, the concept of interaction protocols with

the NCAR coupler was taken and the SCM coupler was developed based on it.

Since this coupler accounted for the features of our ocean model and the CICE model, the

first version of the coupled sea ice and ocean model SibCIOM (Siberian Coupled Ice-Ocean

Model) was developed on its basis. Later, atmosphere and land components were added to the

model as pure model components, i.e. they transfer NCEP/NCAR reanalisys data [22] through

the coupler to ocean and sea-ice components.

Note that the SCM coupler is designed for coarse-resolution models, in contrast to many

modern couplers designed for use on high and ultra-high-resolution models on massively parallel

supercomputers. At the time of its development, we were not interested in performance issues.

Nevertheless, some changes were made over time, which allowed us to slightly reduce the running
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time of the coupler within the SibCIOM model. Note that the coupler code was developed from

the ground up.

The main purpose of this article is to describe the design of the resulting SCM coupler and

its functionality, since its description has never been published. The new coupled climate models

using this coupler are presented. The SCM is written in FORTRAN90 programming language

using MPI. The source code is licensed under the GPL-3.0 license and is available on Github [3].

The article consists of three sections. The first and second sections describe SCM coupler

design and functionality, respectively. The third section gives examples of constructing two

climate models using this coupler.

1. SCM Coupler Design

To interact with the coupler, the model components must first be prepared correctly. Then,

the work of the coupler and model components can be split into three phases: initialization;

exchange of configurations and initial data; and synchronized exchange in time cycle.

1.1. Preparation of Model Component

The model being coupled must be either sequential or paralleled using MPI. Note that it

is recommended to use the MPI subroutines from [3]: MPI/mpi tools.F. The first step is to

insert an initialization procedure setup mpi(′model name′) (see Section 1.2) at the beginning

of program and make sure that previous MPI initialization procedures (if they exist) do not

override it. Before starting any calculations, the model must receive a one-dimensional integer

array of length 100, the first two records of which contain information about the start and end

dates of the experiment. This array is then filled one by one with the following data before

sending it back to the coupler:

• diagnostic flag (0 – if the model works correctly, 1 – if the model does not work correctly,

in which case the whole model will stop);

• the current date of the model component;

• time in seconds elapsed since the beginning of the model’s day;

• grid size by longitude;

• grid size by latitude;

• number of model steps per day.

Next, it is necessary to create subroutines for sending calculated model data to the coupler

and for receiving data from the coupler, similar to subroutines send atmos data and get atm state

(see [3]: Coupler 8/coupler.F), for example.

The send subroutine should pack a set of two-dimensional arrays into one two-dimensional

array with the number of rows equal to the number of arrays to be sent and send it to the coupler.

The rows themselves are the original two-dimensional arrays, flattened into one-dimensional

arrays. The receive subroutine must get a two-dimensional array from the coupler and reshape

each of its rows back into a two-dimensional array. In this case, it is necessary to ensure the

consistency of the transmitted data between the coupler and the model component.

These subroutines must then be used before the main model cycle to send the model grid

and initial data to the coupler and receive the necessary data from the other models through

the coupler.
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1.2. Initialization of Model Components

The subroutine setup mpi(′model name′) (see [3]: MPI/mpi tools.F) should be called at the

beginning of the model components and coupler programs. It initializes all model components in

global communicator MPI COMM WORLD, creates the internal communicators and distribute

all processes over them (Fig. 2).

Figure 2. Scheme of the setup mpi(’model name’) subroutine result

Each model component process has a global and a local number. Let N be total num-

ber of processes used by model, and Ncpl, Natm, Nocn, Nice, Nlnd are the number of a process

used by each model component providing equality Ncpl + Natm + Nocn + Nice + Nlnd = N .

These numbers also define the maximum number of local processes for each component. Enu-

meration of global processes is changed for every program run, therefore for certainty we

assume that Mcpl,Matm,Mocn,Mice,Mlnd are the global numbers of the last process of each

component, such that Ncpl − 1 = Mcpl < Matm < Mocn < Mice < Mlnd = N − 1. Pro-

cedures MPI GROUP RANGE INCL and MPI COMM CREATE are used to create the pro-

cesses groups and individual communicators (MPI COMM CPL, MPI COMM ATM, etc.) for

all model components. Within these communicators, model components can perform their

own internal communications. Finally, the master processes for each component are defined

as global processes with numbers IDcpl = 0, IDatm = Mcpl + 1, IDocn = Matm + 1, IDice =

Mocn + 1, IDlnd = Mice + 1.

1.3. Initial Data and Configuration Exchange

The second phase starts with configuration exchange (Fig. 3). First, the coupler sends

the start and end date of the experiment via the buff array of size 100 to the model com-

ponents. Tags msgtypes c2ii, msgtypes c2ai, msgtypes c2li, msgtypes c2oi (see [3]: Cou-

pler 8/msgtypes.F) show that the coupler sends initial data to the ice, atmospheric, land

and oceanic components, respectively. Similarly, parameters msgtypes i2ci, msgtypes a2ci,

msgtypes l2ci, msgtypes o2ci shows that model components send initial data to coupler. Then

coupler receives updated array buff and grid configuration from each model. The data structures

that the coupler uses will be described below. (see [3]: Coupler 8/struct.F for datails)

The first are structures of type “grid” and “state” that store buff array data and grid

configuration. They are defined for each model component. A structure of “state” type contains

the next fields: the current date idate, the time in seconds elapsed since the beginning of the
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Figure 3. Flow chart diagram of the first and second phases of coupler and model components

model’s day sec, the size of the computation grid imt, jmt, the number of time steps per day

nadv and the next time moment of model component next.

A structure of “grid” type contains the next two-dimensional arrays: geographical coordi-

nates lat, lon, the area of the box surrounding the gtid points tarea, domain mask mask and

an auxiliary array work that can store any additional grid data.

The next step is receiving the initial data of each model component. This data is written in

data structures of types “from ocn”, “from ice”, “from atm” and “from lnd”. This structures

must be modified manually according to the data being sent by the model components. Fluxes

after their computation are stored in structures “to ice”,“to ocn”, “to lnd”, “to atm” types. The

final step of second phase is sending the new data to the model components.

V.S. Gradov, G.A. Platov

2023, Vol. 10, No. 1 63



The second phase of any model component includes receiving the coupler configuration,

sending its configuration, grid and initial data to the coupler and receiving the necessary data

from the other model components (Fig. 3).

Figure 4. Flow chart diagram of the coupler third phase

1.4. Data Exchange Synchronization

The third phase of coupler includes a “while” loop (Fig. 4). The exit from the loop occurs in

two cases: after reaching the final simulation date (the “state” structure field next is assumed

to be −999 for any model component) or after stopping any of the model components for any

reason.

At the same time, the third phase of any model component includes “do” loop where the

synchronized data exchange occurs. Moreover, the order of interaction with the coupler remains

the same as before the loop (Fig. 3). Within the loop, the buff is sent, the current model state

is sent, and the necessary data is received from other components.
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The coupler knows next time moments next(atm), next(ice), next(ocn), next(land) for

each step of the “while” loop. Among all these moments, the minimum moment next is chosen,

and further data exchange and flux calculation are performed for model components where this

minimum moment is greater or equal to one of the next time moments. One should note that

this condition can be satisfied for several components at the same time.

Fluxes are calculated using the data from each model component obtained at different time

steps, i.e., if next ≥ next(ice), then ice fluxes are calculated using the atmospheric, land and

ocean data from the previous time step and ice data received at the current moment.

Since a coupler is a sequential program, the order established for receiving data, calculating

fluxes, and sending updated data is very important The ocean model is the most time-consuming

one; these types of operations are a priority for it. For other model components, these operations

take much less time. If the order is changed, the waiting time for other components increases.

And this slows down the model operation.

Coupler step 4

nexta = 72000, nexto = 9600

nexti = 10800, nextl = 7200

next = min(nexta, nexto, ... 

         ... nexti, nextl) = 7200

nexta,l = nexta,l + dta,l

recieve atm, lnd data � 

� calculate fluxes �

� send fluxes to atm, lnd

dta = 3600, dto = 4800, dti = 5400, dtl = 7200

Coupler step 1

nexta = 3600, nexto = 4800

nexti = 5400, nextl = 7200

next = min(nexta, nexto, ... 

         ... nexti, nextl) = 3600

nexta = nexta + dta

recieve atm data � 

� calculate fluxes �

� send fluxes to atm

Coupler step 2

nexta = 7200, nexto = 4800

nexti = 5400, nextl = 7200

next = min(nexta, nexto, ... 

         ... nexti, nextl) = 4800

nexto = nexto + dto

recieve ocn data � 

� calculate fluxes �

� send fluxes to ocn

Coupler step 3

nexta = 7200, nexto = 9600

nexti = 5400, nextl = 7200

next = min(nexta, nexto, ... 

         ... nexti, nextl) = 5400

nexti = nexti + dti

recieve ice data � 

� calculate fluxes �

� send fluxes to ice

. . .

Figure 5. Example of the data exchange synchronization in SCM coupler

Finally, let us consider an example of how the process of data exchanges synchronization

by the coupler is performed (Fig. 5). Let dta = 3600, dto = 4800, dti = 5400, dtl = 7200 are

time steps (in seconds) of each model component. Let us also assume that nexta = next(atm),

nexto = next(ocn), nexti = next(ice) and nextl = next(land). Before the while loop starts, we

have nexta = dta, nexto = dto, nexti = dti, nextl = dtl. At the first step, next = nexta = 3600,

i.e., next ≥ nexta. Therefore, data exchange and flux calculation are performed only for the

atmospheric component. The next time moment for atmosphere is nexta = nexta + dta = 7200.

A similar process takes place for the second and third steps within the ocean and ice components,

respectively. For the fourth step, we have next ≥ nexta and next ≥ nextl, thus, in this step,

data exchange and flux calculation are performed first for the atmosphere, then for the land.

2. SCM Coupler Functionality

This chapter describes other functions of the SCM coupler, such as interpolation,

flux calculation and tidal effects accounting. These functions are used in the data prepa-

ration subroutines before being sent to the model components. The preparation subrou-

tines are called prepare atmos support, prepare ocean support, prepare ice support and

prepare land support (see [3]: Coupler 8/prepare.F).
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2.1. Fluxes Calculation

Flux is the exchange rate of some media characteristics specified for a unit area per unit

time. Fluxes determine how the climate components interact with each other. For each pair

of model components, different fluxes are calculated e.g., heat and radiation fluxes from the

atmosphere to the ocean ice, greenhouse gases fluxes from the land to the atmosphere, fresh

water fluxes from ice to ocean, etc.

The flux calculation problem can be solved either by the coupler, which has information

about the state of all components at any given time, or by the major component at the moment

when it has all the necessary data from the other components. Note that in the general case it is

difficult to determine where the fluxes should be calculated, either in the coupler or in any model

component, because it depends on the features of a particular model. Therefore, the solution of

this problem is left to the model developers.

The current version of the SCM coupler fully computes fluxes from atmosphere to ocean

(see [3]: Coupler 8/flux ao.F). Fluxes from atmosphere to ice are computed by the ice model,

because the CICE model has its own flux calculation procedures. Moving these procedures from

the ice component to the coupler requires a significant rearrangement in the model code and

may cause incorrect model behavior. Nevertheless, the SCM coupler provides the option of the

atmosphere-to-ice fluxes computation.

At the atmosphere-ocean interface, the values of wind stress ~τ , humidity E, sensible heat

flux H, upward long-wave radiation flux L↑ and CO2 flux from the atmosphere to ocean must

be calculated. The bulk aerodynamic formulae are used to evaluate ~τ , E and H. The general

expressions are the following:

~τ = ρA (u∗)2
∆~U

|∆~U |
, Es = ρAu

∗Q∗, Hs = ρACPA
u∗θ∗,

u∗ =
√
CU

∣∣∣∆~U
∣∣∣ , Q∗ =

CE

∣∣∣∆~U
∣∣∣∆q

u∗
, θ∗ =

CT

∣∣∣∆~U
∣∣∣∆θ

u∗
,

∆~U = ~U − ~UA, ∆q = q − qA, ∆θ = T − θA,

where ρA is the atmospheric surface density, CPA
is the specific heat capacity of atmosphere,

CU , CE , CT are dimensionless drag-coefficients for wind stress, humidity and sensible heat, re-

spectively, ~UA, qA, θA are the horizontal wind velocity vector, the specific air humidity and the

potential atmospheric temperature at some reference height ζr, respectively, and ~U, q, T are the

vector of horizontal ocean current velocity, the saturation humidity at the atmosphere-ocean in-

terface, and the ocean surface temperature, respectively. The differences ∆~U,∆q,∆θ are defined

so that the downward fluxes are positive. It is worth noting that the velocities in the atmosphere

are considerably higher than in the ocean, so one can neglect the ocean velocity in the formulas

and put ∆~U = −~UA.

All bulk formulas differ from each other in a manner how the parametric coefficients

CU , CE , CT are evaluated. Two evaluation approaches are implemented in the SCM coupler:

one is based on the COARE3.0 algorithm [1, 11], the other is based on the algorithm presented

in the CSM Flux coupler (cpl4) user guide [23].

The general formula to calculate L↑ is as in [23]

L↑ = −εσT 4 + αLL↓, (1)
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where σ = 5.67×10−8 W
m2K4 is the Stefan-Boltzmann constant, ε is the emissivity of the interface,

and αL is the surface albedo for incident longwave radiation L↓. The value of L↑ also depends on

the air humidity, cloud cover and difference between the surface (ocean or ice) temperature TS

and near- surface air temperature TA. Thus, the formula (1) becomes (see [5]):

L↑ = L0
↑ + 4εσT 3

S (TS − TA) . (2)

Two ways to determine L0
↑ can be used in the coupler:

L0
↑ = εσT 4

S (0.39− 0.05
√
ea)
(
1− 0.6c2

)
,

L0
↑ = εσT 4

S (0.39− 0.05
√
ea) (1− 0.8c) ,

where ea is the water vapor pressure in atmosphere, and c is the fractional cloud cover. The first

expression is described in [13], the second one in [32]. The second expression was used by various

Arctic Ocean models, including SibCIOM, in the framework of the AOMIP (Arctic Ocean Inter

comparison Project).

There are also two ways to account L↑. In the first case, the fluxes LI
↑ and LO

↑ for the ocean

surface and sea ice are calculated separately by formula (2) and the total flux is calculated as

L↑ = βLI
↑ + (1− β)LO

↑ , where β is ice compactness. In the second case, it is assumed that

TS = εITIβ + εOTO(1 − β) and ε = εIβ + εO(1 − β), where εI , εO are emissivity for ice and

ocean. Then the calculation is carried out according (2).

2.2. Data Interpolation

Let for some model component, for example, the ice model, the influence of atmospheric,

ocean and land components have been described. These components send their current states

and fluxes, based on these states, to the ice model using the coupler. Each component has its

own computational grid. Let us call the grids of the atmosphere, ocean, and land models the

source grids, and the ice model grid as the destination grid. To use all necessary data by the ice

component, the data from the source grids must be interpolated onto the destination grid. This

requires an interpolation subroutine.

The subroutine used in the coupler is based on the interpolation function described in [26].

Let f : Rn → R be a function of n variables and {~xk ∈ Rn, k = 1, . . . ,M} be a grid of any domain.

The value of f(~x) in some grid point ~xk is denoted by fk = f(~xk). The model component grid

can include both points used and not used for calculation, e.g., the ocean model grid can include

land points that are not used in the calculation (Fig. 2). Therefore, let us introduce additionally

the mask of the domain as a function m : Rn → {0, 1} such that m(~xk = mk, where mk = 1 if

~xk is a computational point and mk = 0 if ~xk is not a computational point. The interpolation

function is defined by the formula:

u(~x) =

M∑
k=1

Wk (~x) fk

M∑
k=1

Wk (~x)

, Wk(~x) =





exp
(
−E r2k

R2

)
, rk ≤ R ∨mk = 1

0, rk > R ∨mk = 0
,

where R is the radius of the circle centered at ~x ∈ Rn, rk = ρ (~x, ~xk) = |~x− ~xk| and E = 4.

The interpolation subroutine is time consuming enough, so if the model grids are fixed, it is

better to compute the coefficients Wk (~x) once and use them for every time step. During the first
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fluxes calculation, the coupler creates the files containing the matrices of interpolation coefficients

Wk (~x) for each pair of model components. Then these matrices are stored in memory and used

during computation. If the grid configuration for another model simulation has not changed, the

interpolation coefficients are read from the saved files during the first flux calculation and used

further. If the grid of any component has changed, it is necessary to delete manually the files

with interpolation coefficients, related to this component. In this case, only part of the matrices

will be recalculated.

Note that in addition to scalar data, vector data can also be sent to the components. Since

the source grid and the destination grid can be rotated relative to each other by a certain

angle, there is another interpolation procedure for vector data, based on the same interpolation

function: it can rotates the vector on the destination grid by the required angle.

2.3. Tidal Model

The tidal phenomena have a significant impact on the dynamics of sea ice in the Arctic. For

example, they can affect the sea ice velocity, its formation and degradation, etc. A more detailed

description of the tide effect can be found in [17]. The coupler has a subroutine for describing

the tidal phenomena (see [3]: Coupler 8/tides.F). It is based on the barotropic inverse model of

the Northern Ice Ocean [29]. This module is called in the ice flux calculation procedure and it

is universal for any ice model attached to the coupler, since it uses the sea ice model mask and

the current date as input data.

3. Constructing New Climate Models Using SCM Coupler

One of the important tasks in Arctic climate research is to investigate the causal relationships

between the Earth’s and Arctic’s climate changes. The SibCIOM model is useful for solving

these kinds of problems. However, this model does not use dynamical atmosphere and land

models, which makes it impossible to perform more detailed research. Therefore, it was decided

to modify the SibCIOM model using the existing GACM instead of pure data components.

The atmospheric model PUMA (Portable University Model of Atmosphere) of the intermediate

complexity climate model PlaSim was taken first, and then the GACM of the INMCM48 climate

model.

3.1. Overview of Basic Models

SibCIOM model

The SibCIOM model is a coupled ice-ocean model and has four independent model compo-

nents: oceanic, atmospheric, sea-ice and land components interacting through the SCM coupler

(Fig. 1a). There exist regional and global versions model.

The grid for the ocean component is a composite tripolar grid [28] composed of two com-

ponents. The first component is spherical grid with a pole at 90◦S. The second component is an

asymmetric bipolar grid (“polar cap”) with poles on land: one in North America and the second

in Eurasia.

The grid of the global version (Fig. 6a) has a horizontal resolution of 1◦×1◦ in longitude and

latitude in the spherical part and from 35 to 94 km within the polar cap. The regional version

uses a grid (Fig. 6b) that covers only the Arctic Ocean and a part of the Atlantic Ocean above
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(a) Global ocean model grid (b) Regional ocean and ice model

grid
(c) Global ice model grid

Figure 6. The SibCIOM composite grid composed of a spherical grid (blue) with a pole at 90◦S
and a bipolar asymmetric grid (red) with two poles allocated in North America and Eurasia

the latitude of 20◦S. There are grids with a resolution of 0.5◦×0.5◦ and 0.25◦×0.25◦ in latitude

and longitude directions in the spherical part and from 7 to 55 km and from 3 to 27 km in the

polar cap, respectively. Both versions of the model have 38 vertical levels to a depth 5500 m.

The ice model uses the same grid as the ocean model for both model versions, though this

is not necessary. The spherical area from 35◦S to 35◦N (Fig. 6c) excluded in the global version

because there is no ice in this area. The regional version uses the ocean model grid (Fig. 6b)

above 35◦N (green line).

Current model configurations use different time steps ∆Tocn and ∆Tice. Time steps for the

global version with resolution 1◦ × 1◦ are ∆Tocn = 4800 s and ∆Tice = 5400 s. The time

steps of the regional version of the ocean model at resolutions 0.5◦ × 0.5◦ and 0.25◦ × 0.25◦ are

∆Tocn = 2400 s and ∆Tocn = 1800 s, respectively. At the same time, the step of the ice model in

both cases is ∆Tice = 3600 s. The model components are synchronized according to the diagram

described in Section 1.4.

SibCIOM is written in FORTRAN90 programming language using MPI. Oceanic and ice

components are parallelized using MPI while atmospheric, land components and coupler are

serial programs. MPI functions are also used for data exchange between coupler and other

model components.

INMCM48 model

INMCM48 is a global climate model developed at the INM RAS. It is able to simulate the

state of the atmosphere, ocean, sea ice, land and vegetation, taking into account the greenhouse

gases. This model has the atmospheric (GACM) and oceanic (GOCM) components with mutual

interaction.

The atmospheric component calculates the state of the atmosphere, land, vegetation and

dynamics of aerosols. Here the horizontal resolution is 2◦ × 1.5◦ in longitude and latitude,

respectively. Vertically, 21 σ-levels up to σ = 0.01 are used. The oceanic component simulates

the state of the ocean and sea ice. It has a resolution 1◦ × 0.5◦ in longitude and latitude and

40 vertical σ-levels. The maximum depth is 5500 m. In current version time step of the GACM

is ∆Tatm = 240 s, while the GOCM time step is ∆Tatm = 1800 s.
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The GACM and GOCM components of the INMCM48 model can be run either in stand-

alone mode (Fig. 7a) or in a coupled mode (Fig. 7b). The coupled run is controlled by a simple

driver that distributes all MPI processes within the MPI COMM WORLD communicator to

the four communicators: atmospheric (MPI COMM ATM), oceanic (MPI COMM OCEAN),

atmospheric-trace (MPI COMM ATM XX) and ocean-trace (MPI COMM OCEAN XX). The

tracer models are optional and work only with their corresponding main models (Fig. 7). For

stand-alone running, there are individual drivers for each component.

(a) Coupled mode (b) Stand-alone mode

Figure 7. INMCM48 model interaction diagrams

As mentioned in the introduction, the GACM and GOCM components are coupled directly

through master processes without any coupler. The GACM sends to GOCM data every 2 hours,

while GOCM sends data every 1 hour. At the same time, the GACM each next time step after

the ocean data received from the GOCM uses the same data for the computations.

INMCM48 is coded with FORTRAN77 language. GACM and GOCM components paral-

lelized using MPI. This model is unique and has been used in various climate researches. It has

also been verified many times during the CMIP experiments.

PlaSim model

Intermediate complexity climate models are the models allowing various simplifications in

describing some physical processes. Such models are suitable in investigating particular physical

processes and relationships between them when some details can be neglected, e.g. subscale

processes. One such model is the PlaSim (Planet Simulator) global climate model developed at

the Institute of Meteorology (the University of Hamburg).

PlaSim model includes atmospheric, ocean, sea ice, land and biosphere components. The

dynamic core of the model is the PUMA (Portable University Model of the Atmosphere). The

other components are nested as subroutines in the atmospheric model.

The PlaSim model works with fine resolution grids and has a limited number of grid reso-

lution configurations. The number of grid points by latitude is 2n, by longitude is 2n+1, where

n = 1, . . . , 8. The vertical coordinate is σ, and the minimum number of vertical levels is 5.

Note, that all components use the same grid. Default time step of the atmosphere model is

∆Tatm = 2700 s, while the sea ice and ocean model use a time step of one day.

The model does not have an external coupler and works in SIMD mode. Atmosphere and

sea ice models coupled directly every 32 time steps and the sea ice and ocean model are coupled

every time step.
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Table 1. Arrays sent by the atmospheric component to the coupler

Atmosphere → Coupler

Variable name
Name in

model
SibCIOM

PlaSim-

ICMMG1.0

INMCM-

SibCIOM

Wind velocity height zlvl + + +

Temperature and humidity height zlvlu + + +

U -wind velocity components uatm + + +

V -wind velocity components vatm + + +

Potential temperature potT + + +

Air temperature Tair + + +

Specific humidity Qa + + +

Air density rhoa + + +

Downward shortwave radiation Fsw + + +

Downward longwave radiation Flw + + +

Precipitation rate (rain) Frain + + +

Precipitation rate (snow) Fsnow + + +

Cloudiness cld + + –

CO2 flux to ocean cco2 + + +

Greenland river discharge transport small riv + + +

U -wind stress component taux – – +

V -wind stress component tauy – – +

Upward longwave radiation lwup – – +

Sensible heat flux hsn – – +

Latent heat flux hlt – – +

Table 2. Arrays delivered by the coupler to the atmospheric component

Coupler → Atmosphere

Variable name
Name in

model
SibCIOM

PlaSim-

ICMMG1.0

INMCM-

SibCIOM

Surface temperature tsurf –(+) + +

Drag-coefficient for wind stress cu –(+) + –

Drag-coefficient for sensible heat flux ct –(+) + –

Drag-coefficient for evaporation flux ce –(+) + –

Surface albedo albed –(+) + –

Ice compactness dicec –(+) + +

CO2 flux to the atmosphere fco2 –(+) + +

Sensible heat flux hsn –(+) – +

Latent heat flux hlt –(+) – +
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3.2. Construction of New Climate Models

To couple a new model component to the coupler, the component must be configured as

described in Section 1.1. Then, the coupling is carried out through MPI data exchange proce-

dures.

During data exchange step, each model component sends to the coupler its current state

described by a set of two-dimensional arrays. The current states of the models are required

to compute the fluxes. After the fluxes have been computed, the coupler sends back to each

component the other sets of two-dimensional arrays. For example, in the SibCIOM model, the

atmospheric component sends to the coupler 15 arrays (Tab. 1), which are sufficient for calculat-

ing the atmospheric fluxes between atmosphere and ocean and atmosphere and ice. The coupler

may send any data to the atmospheric component, but the data will not be used by it since

the atmospheric component is a pure model component (Tab. 2). In the general case, the set

of arrays is not fixed and depends on the coupled model. Note that the data transfer from the

coupler to the atmospheric component can be enabled when testing the coupler’s communication

capabilities.

Two examples of constructing the climate models using the SCM coupler are described

below. The main principle is replacing the atmospheric component of the SibCIOM model with

a General Atmospheric Circulation Model. The first model is obtained by coupling the GACM

of INMCM48 model [36], the second model is obtained by using the GACM of PlaSim model [12].

INMCM-SibCIOM model

When building the INMMC-SibCIOM model, the original driver of the GACM

component was modified by replacing the original initialization subroutines with the

setup mpi(′model name′) (see Section 1.2). The MPI communicator of the GACM becomes

the sub-communicator created in this subroutine.

The data exchange process between the components was also changed. In the original IN-

MCM48 model, the GACM component received 5 two-dimensional arrays, and then sent 11 two-

dimensional arrays, one one-dimensional array and one constant. To synchronize the exchanges

between coupler and GACM, the order of exchanges was reversed: sending to coupler first,

then receiving from coupler. The original subroutines were replaced with the new ones using

functions from [3]: MPI/mpi tools.F. The arrays sent to the coupler are shown in Tab. 1. The

arrays received from the coupler remained the same as for the original model (see. Tab. 2). The

coupling also began to be performed every step of the atmosphere model instead of two, as in

the original model.

It is worth noting that flux calculation functions from the atmosphere to the ocean were

disabled in the coupler to avoid a significant heat imbalance. The program code of the atmosphere

model is too complex to make various changes to it, so the best solution was to send the fluxes

calculated by GACM.

Thus, the INMCM-SibCIOM model is a global climate model composed of three model

components coupled with each other through the SCM coupler. Since the GACM includes a

nested land model, the interaction diagram of the model components corresponds to diagram

from Fig. 1a with the missing land component. The configurations of the grids and time steps

correspond to ones that global SibCIOM model and GACM of the INMCM48 model use (Sec-

tion 3.1).
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The availability of such a climate model gives more opportunities to investigate a wide

range of problems related, for example, to the study of the response of atmospheric circulation

to climate change in the Arctic.

PlaSim-ICMMG1.0 model

The PUMA model is coupled to the SCM coupler in the same way as the GACM of the

INMCM48 model. Subroutines for data exchange, consistent with the SCM coupler protocol,

were developed and the necessary synchronization points were created. The process of model

development is described in more detail in [31].

The PUMA also has a nested land model like the GACM of INMCM48. Therefore, the

interaction diagram corresponds to that of the INMCM-SibCIOM model. The set of arrays to

be exchanged is presented in Tab. 1 and Tab. 2. In this model, the fluxes from the atmosphere

to the ocean are computed by the coupler in the same way as for the SibCIOM model.

The grid configurations and time steps for the ocean and ice models are the same as in

the global version of the SibCIOM model. The grid of the atmospheric model has a resolution

2.8125◦ × 2.8125◦ in latitude and longitude (64 by 128 nodes), respectively. The coupling is

performed each time step ∆Ta = 1200 s.

Thus, the PlaSim-ICMMG1.0 model is an intermediate complexity model since it has a

PUMA as the atmospheric component, but with complete ocean and sea ice models from the

SibCIOM model. Therefore, this model can be used, e.g., to study both changes in the large-

scale atmospheric dynamics occurring on large time scales due to changes in the Arctic climate

and, conversely, the long-term effect of large-scale atmospheric phenomena on the climate of the

Arctic region. In particular, this model was used to investigate the mechanisms that influence

the recently observed Arctic climate warming [31].

Conclusions

The SCM coupler performs its primary functions, such as exchange synchronization and

interpolation, and has other optional functions, such as flux calculation and tidal effect account-

ing. But, it is less functional concerning the already existing couplers. For example, the OASIS

coupler is implemented in several programming languages (Fortran, and C), has coupling li-

brary and integrated coupling framework versions, and includes several types of interpolation

functions. Nevertheless, having our software product makes it significantly easier to control its

versions and allows us to modify it with less effort.

The SCM coupler allows coupling different models of climate system components, as was

demonstrated by the GACM components of the INMCM48 and PlaSim models. Thus, climate

model INMCM-SibCIOM and climate model of intermediate complexity PlaSim-ICMMG1.0

were built. These models allow solving various problems of climate variability on different time

scales. Moreover, they enable us to analyze and understand in more detail the drivers of climate

change in the Arctic region and estimate its impact on the global climate.

Several modifications are planned for the next version of SCM coupler. First is the imple-

mentation of its parallelized version to improve performance. In particular, it would be useful

to implement parallel flux calculation and parallel interpolation in the coupler as it is done in

modern couplers. This is especially important when increasing the grid resolution of the model.

Also, multiple MPI processes can concurrently exchange data with model components, which

will reduce coupler idle time. Second is adding an interpolation procedure with the conservation
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property for arbitrarily shaped grids, since the standard interpolation procedure may over- or

underestimate the interpolated value in a grid cell. It is crucial, for example, when calculating

radiation and heat fluxes since there is a balance of heat and radiation in the simulated climate

system, and disbalance can lead to errors. The third task is creating more flexible versions of

the coupler suitable for coupling to any number of different components.

The source code SCM coupler is available on Github [3].
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