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We discuss the development of the large-eddy simulation (LES) model of the atmospheric
boundary layer with embedded two-moment bulk cloud microphysics scheme well-suited for
massively-parallel heterogeneous supercomputers based on GPU (Graphics Processing Units) ar-
chitecture. To evaluate the LES model and its computational efficiency, we consider the numerical
setup corresponding to the development of an intense Arctic cold-air outbreak case. It is shown
that the dynamic closure approach for calculation of subgrid scale fluxes, applied to both heat and
moisture transport, allows to correctly reproduce moist convective boundary layers with mixed-
phased clouds even with coarse grid resolution. Implementation of state-of-the-art microphysics
scheme for GPU systems not only led to significant speedup of the computations, but in general
improved the multi-GPU scaling of the model.

Keywords: large-eddy simulation, boundary layer turbulence, cloud-resolving modeling, com-

putational performance, graphics processing umnit.

Introduction

The atmospheric processes are characterized by a large spectra of motions. With a ratio of
largest-to-smallest scales approaching ten orders of magnitude they range from planetary
waves (10% m) and cyclones to convective and cloud processes and finally to microscale turbulence
(1072 m). The rise in supercomputer performance in general coincides with grid refinement in
state-of-the-art large-scale numerical weather prediction (NWP) and climate models, allowing
to resolve increasingly larger span of scales and, in turn, to improve model predictions.

While cloud-resolving simulations are still (and will be in coming decades) a complex com-
putational challenge for global atmospheric models , where convective processes are parame-
terized using RANS (Reynolds-Averaged Navier—Stokes) closures , the large-eddy simulation
approach allows to explicitly reproduce the largest and most energy-containing scales contribut-
ing to both turbulence mixing and cloudy convection owing to the self-similarity of turbulence
in the inertial range. This allows to study inherently linked turbulence, cloud-scale circulations
and microphysical processes.

Unfortunately, the LES approach with available HPC resources in most cases is limited to
diurnal studies and spatial scales reaching at best the order of 10 km. Current developments,
see review , in numerical models and their optimization for supercomputers seem to bring
the gap closer between NWP (at least for regional scale models) and LES. However, there is
still a long way ahead, with the largest uncertainties related to representation of land surface-
atmosphere interaction processes and the lack of turbulence closures suited for the so-called
“grey-zone” resolution, where both LES and RANS underlying assumptions may fail.

One of our overall goals is the development of LES models, which are able to reproduce
the atmospheric boundary layer (ABL) turbulence even with coarse resolution approaching
“grey-zone” restrictions, while allowing to study the interaction of microscale processes and
mesoscale organization of cloud clusters with feasible simulations in domains of the order of

'Research Computing Center, Lomonosov Moscow State University, Moscow, Russia
2Moscow Center of Fundamental and Applied Mathematics, Moscow, Russia
3A. M. Obukhov Institute of Atmospheric Physics, Moscow, Russia

66 Supercomputing Frontiers and Innovations


https://orcid.org/0000-0002-9683-5701
https://orcid.org/0000-0002-5748-1787
https://orcid.org/0000-0002-0182-5675

E.V. Mortikov, E.M. Gashchuk, A.V. Debolskiy

10-100 km. The former sets stringent requirements for the subgrid/subfilter closure, while the
evident prerequisite for the latter is an efficient implementation of the model on supercomputers.
GPU-accelerated HPC systems may provide a significant increase in computational performance
of numerical models, e.g., see , where 150x speedup compared to CPU (Central Processing
Unit)-only code was achieved in large-eddy simulation of pollutant dispersion and , where a
LES model supplemented with single-moment ice microphysics scheme was implemented using
CUDA.

In this paper we discuss the implementation of a large-eddy simulation model of the ABL
with embedded bulk two-moment microphysics scheme capable of reproducing complex mixed-
phase cloud processes on GPU-based architecture. We assess both the efficiency of GPU im-
plementation and the sensitivity of the LES model to grid resolution in reproducing an intense
Arctic cold-air outbreak case. Bulk microphysics schemes have some notable problems due to
simplification in representing collection and sedimentation processes, compared with much com-
putationally demanding bin-based or spectral models . Despite this, they are commonly used
in both cloud-resolving LES and large-scale NWP and climate models. In particular, we consider
the two-moment cloud microphysics scheme , which with some modifications is used in
DALES and PALM atmospheric boundary layer LES codes, COSMO [1| and ICON
NWP models. In this regard, the results obtained in this study may be useful for improving such
models as well.

The paper is structured as follows. In Sectionwe give an overview of the LES governing
equations and the subgrid turbulence closure. The cloud microphysics scheme for liquid-phase
and mixed-phases processes is presented in Section The numerical aspects of the model and
its implementation for supercomputers are given in Section In Sectionwe assess the LES
model and its efficiency on GPU architecture, followed by summary and conclusions.

1. Governing Equations and Subgrid-scale Model

We consider the dynamics of a stratified atmosphere governed by the Navier—Stokes equa-
tions in the Boussinesq approximation, which is described by a coupled system comprising

momentum, continuity, heat and moisture transport equations:
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where U = (uy,u2,u3) = (u,v,w) denotes the wind velocity vector with components aligned
along the coordinates x = (x1,x2,23) = (z,y, 2), respectively, p is the pressure and pg is the
reference air density, v and x[g 4 stand for coefficients of molecular kinematic viscosity and
diffusivity, ¢ is time. The term &;;3 fu; accounts for the Coriolis acceleration, where &;;; is the
Levi-Civita symbol (alternating tensor), f = 2Qsin ¢ — Coriolis parameter for latitude ¢ and
) is the angular speed of Earth’s rotation. The vector F; corresponds to external forces acting
on the flow, 6[@’(1] are tendencies due to cloud microphysical processes and F[@’q} are any other

2025, Vol. 12, No. 4 67




GPU-based Large-eddy Simulation of Mixed-phased Clouds

sinks or sources of heat and moisture. For stratified atmosphere F; includes the buoyancy force
F, = agO, - e3, where

0, =6, [1 + <Zv - 1> Qv — Qiquid ~ Tsolid (5)
d
is the virtual potential temperature equivalent to potential temperature @p in dry air,
[ liquid,solid) are the water vapor, liquid water and solid water mixing ratios, respectively, Ry ]
are the specific gas constants for dry air and water vapor, « is the thermal expansion coeffi-
cient, g is the acceleration due to gravity and es is the unity vector in the vertical z direc-
tion (positive upwards). We consider prognostic equations , for conservative (in terms
of wet adiabatic processes, e.g., condensation/evaporation) variables — the total water content
7 = Gy + Tliquia T Tsonia and the liquid/solid water potential temperature ©:
-5 _ L L, _

=0, — Cprhiquid - cpI1 Asolid» (6)

where IT = (pp/ po)Rd/ “ is the Exner function with hydrostatic pressure p;, non-dimensionalized
by reference value py, ¢, is the heat capacity of dry air at constant pressure, Ly, 4 are constants
attributed to latent heat of vaporization and sublimation, respectively. The liquid Gj;q,iq and
“solid” (i.e., ice) Gyop1q Water content mixing ratios are calculated by the cloud microphysics part
of the model, which is described in subsequent section.

The 6 in the system of equations f denotes spatial filtering applied in the LES
approach, a(x,t) = Fxa(x,t), where A is the filter width and a is any scalar variable or vector
component. The subfilter or subgrid-scale (as the filter width is related to the grid spacing of
the discrete system) stress terms 7;; and scalar fluxes h,; are expressed as:

Tij = Wity — Uillj, (7)

hai = W;a — u;a, (8)

where, e.g., a = [©,¢]. The system of equations f requires turbulence closure and the
subfilter terms have to be defined in terms of resolved (filtered) variables.

We use the well-known dynamic Smagorisnky eddy viscosity model , which implies that
the anisotorpoic part 7'% of 7;; tensor is aligned with the strain rate of the resolved scales:

1)
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where S;; denotes the strain rate tensor of the filtered velocity field:
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Here the eddy viscosity coefficient K, is defined as:

Ko = (C,A)?[S],

(11)

where C; is the Smagorinsky coefficient and ‘§| = 4/25;;5;; is the tensor norm.
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The subgrid/subfilter-scale fluxes of temperature © and total water content ¢ are expressed
in the same vein using the eddy diffusivity hypothesis:

00 _,00

hei=—Kopn o K Pr. o (12)
dq ~1 0q

hl]ﬂ/ = - qvhaiﬂgz = KmS Sg:é 61,17 (13)

where Prgs and Scggs are the subgrid Prandtl and Schmidt numbers, respectively, which we
assume may be distinct for heat and moisture fluxes.

The dynamic procedure based on the Germano identity is applied for calculation
of the Smagorinsky coefficient, Cs = Cs(x,t), and Pregs(x,t), Scsgs(x,t) dependent on spatial
coordinates and time. The Lagrangian averaging along the flow pathlines, as proposed in ,
is used for solving the resulting minimization problem. Assuming that exponentially decaying
weights are used in the averaging, the problem reduces to simple relaxation-transport equations,
which may be efficiently solved with first-order approximation in time, see for details.
The dynamic procedure defines subgrid Prandtl Preg(x,t) and Schmidt numbers Scggs(x,t)
without additional ad hoc assumptions on the flow dynamics, and is known to improve the

model performance in simulations of stably stratified atmospheric boundary layers on coarse

grids @ .

2. Cloud Microphysics

The cloud microphysics model is based on the two-moment bulk scheme, proposed in .
In the liquid-phase only case it assumes separation of droplet spectrum by radii threshold
in two parts, corresponding to cloud droplets r < ry, and rain droplets r» > 7. In the two-
moment approach only the first two moments of each part of spectra are predicted. The system
of equations f is supplemented with prognostic equations for number concentrations of
cloud and rain droplets, N, and N,, and mixing ratios of cloud and rain water content, g. and

q:
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where a = [¢,7] and Gjquia = G- + G- The terms @ in the right-hand side stand for different
cloud microphysics processes. For liquid part of cloud model these are:

Ty — ON. ON, ON,. ON. ON. ’ (16)
‘ at act 8t evap at auto at accr at sed

Ty — ON, ON, ON, ON, 7 (17)
' ot auto ot slf /brk ot evap ot sed
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The tendencies correspond to activation of cloud droplets (act), represented by Twomey-type
parameterizations linking cloud condensation nuclei with prescribed dry aerosol number con-
centration, condensation (cond) and evaporation (evap) of cloud and rain droplets, autocon-
version (auto) of cloud droplets to rain, accretion (accr), merging and splitting of rain droplets
(slf /brk), with the latter affecting only the number concentration N,.. Their formulation is given
in and assumes that droplet spectra follows a gamma distribution and that the distri-
bution’s slope and shape parameters may be estimated based on predicted bulk characteristics.
The sedimentation tendencies (sed) are calculated using a simple upwind scheme.

We use the extension of the two-moment scheme for mixed-phase clouds as described in ,
where additional prognostic equations are considered for both number concentrations and mixing
ratios of three hydrometeors: cloud ice, snow and graupel, e.g., a = [i,s,g] in and ,
Tsolid = G;+45+3,- The microphysics scheme assumes power-law relations for diameter-mass and
velocity-mass relations for each category, as well as generalized gamma particle size distributions.

The mixed-phase scheme accounts for primary ice production processes — ice nucleation
following , homogeneous/heterogeneous freezing of cloud and rain droplets, and con-
siders ice multiplication parameterization by the Hallett-Mossop processes, which occurs due
to riming of ice particles. The tendencies in equations for number concentrations and mixing
ratios of ice, snow and graupel hydrometeors also include deposition (with ventilation coeffi-
cients for spherical particles), riming, aggregation and self-collection of snow, partial conversion
of snow and ice crystals to graupel, collection of snow by graupel, sublimation, evaporation,
melting and its enhancement due to collisions with liquid droplets in temperature range above
freezing. The collection processes between different categories are formulated using a gener-
alized approach suggested by , where the use of gamma-distribution for particle size and
mass-diameter power-law relations allows to evaluate collection integrals analytically in terms
of Gamma-functions in a unified manner.

The sedimentation tendencies of all hydrometeors are non-conservative and included in
equations for liquid/solid water potential temperature © and total water content g:
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The time-advancement of the cloud microphysics model supports both the sequential-
tendency splitting and parallel splitting approaches . In the former during a single time
step all tendencies associated with different processes (e.g., for the liquid-phase part of the
model these are the terms appearing in the right-hand side in f) are calculated sequen-
tially taking into account the tendencies evaluated beforehand. In the latter case, which will be
used in GPU performance analysis in the subsequent section, all tendencies are calculated using
the same state variables as they are given at the beginning of the time step. The subgrid terms
hn,; and hg, ; in (14) and are evaluated using the eddy diffusivity of total water content
K, p, ie., the dynamic procedure is applied to conservative scalars © and g only.

The cloud model supports some further simplifications. In particular, assuming that W[Cﬂ-]
represent fixed quantities or distributions and, moreover, that any supersaturation is removed
in cloud or ice water content instantaneously. In this case, g. and g; are diagnostic parameters
evaluated using the saturation adjustment procedure by considering excess water content g, —G,;
(Gy > Qsqi) above saturation mixing ratio g,,, over water and ice surfaces. This partition of

70 Supercomputing Frontiers and Innovations



E.V. Mortikov, E.M. Gashchuk, A.V. Debolskiy

excessive vapor between cloud droplets and ice crystals depends on absolute temperature of air
T= @pH, see for details.

The implementation of the two-moment bulk microphysics scheme was verified using exten-
sive datasets of LES intercomparison studies, in particular, simulations of trade wind cumulus
convection , precipitating cumulus-topped boundary layers and mixed-phase stratiform
Arctic clouds [36.

3. Numerical Implementation

The large-eddy simulation model with embedded two-moment mixed-phase microphysics
bulk scheme was implemented as part of the DNS-; LES- and RANS- unified C/C++ code
developed at the Lomonosov Moscow State University and the Marchuk Institute of Numerical

Mathematics of the Russian Academy of Science . The unified code is designed for
numerical modeling of geophysical turbulent flows, includes an extensive set of LES and RANS

subgrid closures , and was used in studies of the atmospheric boundary layer @

and for large-eddy and direct numerical simulation (DNS) of urban canopy
and channel flows .

The code makes use of hybrid MPI/OpenMP/CUDA approach for CPU and GPU compu-
tations, however, any possible optimizations due to OpenMP are omitted from this study. The
MPI CPU-only implementation was used in large scale simulations of turbulent flows with the
grid size of the order of 10® cells, e.g., see . The code supports 1D, 2D or 3D spatial
decomposition of the computational grid among MPI-processes with common optimizations for
improving scaling on HPC systems. This, in particular, includes options for combining MPI data
transfers for a number of arrays (e.g., vector or tensor components) or increasing the width of
the grid halo region for reducing MPI communications latency. The latter allows to lower the
number of calls to MPI functions but at the cost of additional computational overhead, which
may be negligible when the size of the problem on MPI-process is comparatively small. The bulk
cloud microphysics model was implemented supporting both CPU and GPU computations with
additional optimizations for tracer transport equations proposed in for HPC systems.

The numerical method is based on conservative in momentum and energy second-order finite-
difference approximation of governing equations f on rectangular grids with staggered
arrangement of nodes. The projection method @ is applied for the time advancement of momen-
tum equations coupled with incompressibility constraint . Explicit third-order Adams—
Bashforth scheme is used for the approximation in time of scalar transport equations , ,
, and for the calculation of non divergence-free intermediate velocity at the first step
of the projection method.

Biconjugate gradient stabilized (BiCGstab) iterative method with a V-cycle geometric multi-
grid preconditioner is used for solving the finite-difference approximation of the Poisson equation.
On each grid in the multigrid sequence smoothing iterations are performed by successive upper
relaxation method (SOR) for red-black ordering of nodes. The projection onto coarse grid and
the prolongation operator onto a fine grid correspond to a bilinear interpolation consistent with
the averaging operator used in finite-difference stencils.

In the LES subgrid closures we define the filter width A as equal to the geometric mean
of grid cell widths, A = (AszAz)l/ 3. The dynamic procedure requires explicit definition of
test filter F'5, which is chosen the same as the ones used in , while the filter width ratio
« is calculated according to . The filtering operations incur considerable additional MPI
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communications and the filters are applied for each dimension of the 3D field sequentially to
reduce the number of computations. Due to high computational cost (see analysis in )
the dynamic procedure for the evaluation of Smagorinsky constant Cs(x,t), the subgrid Prandtl
Prggs(x,t) and Schmidt numbers Scges(x,t) is applied only every three integration time steps.

4. LES Model Evaluation
4.1. Cold-air Outbreak Case

We consider the numerical setup proposed in the COMBLE (Cold-Air Outbreaks in the
Marine Boundary Layer Experiment) model-observation intercomparison project ,
which aims to foster studies of key cloud microphysics and aerosol processes interactions and, in
particular, evaluate LES and single-column models (SCM) capabilities in reproducing an intense
supercooled cold-air outbreak (CAO) case observed over the Norwegian sea on 13 March 2020.
Here the transition from ice surface to open water results in formation of a growing convective
boundary layer (CBL) with mixed-phase clouds and stratocumulus to cumulus transition.

The setup emulates transition of air mass in Lagrangian frame of reference (over ~ 1000 km
distance) with development of Arctic convective cloud features under strong CAO conditions
with spatially variable forcing converted to time-varying surface temperature and time- and
height-varying geostrophic wind for a horizontally homogeneous domain. Periodic boundary con-
ditions are set in horizontal directions: ¢(z = Ly, t) = ¢p(x = 0,t) and ¢(y = Ly, t) = ¢(y = 0,1),
where ¢ is any scalar variable or vector component. The surface layer momentum, sensible and
latent heat fluxes are calculated using MOST (Monin—-Obukhov Similarity Theory) approxi-
mation in each surface grid cell using Businger—Dyer stability functions @ The momentum
and thermal roughness values are kept fixed, with values close to the ones obtained in simula-
tions with dynamic water surface roughness using Charnock parameterization (see analysis of
sensitivity to roughness parameterizations in )

The size of the domain is L, x L, x L, = 25x25x7 km?3. At the top of the domain free-
slip and zero flux boundary conditions are applied to horizontal components of momentum and
scalars, respectively. We follow the COMBLE part I configuration, which fixes cloud droplet
number concentration and for mixed-phase simulations prescribes diagnostic ice formation with
homogeneous freezing of drops also included.

The LES and SCM intercomparison results are available in and on the project web-
site (and include the MSU/INM LES model). In this paper we focus on evaluation of LES
subgrid model and the efficiency of GPU-computations. Note that we do not consider any long-
wave radiation heating to remove any influence of external packages and libraries (i.e., MSU/INM
LES model uses the RRTMG library for long-wave radiation transfer in cloudy atmosphere ,
which depending on temporal and vertical discretization of the radiation scheme may take up
to 90% of computational time) on the performance of the LES model with embedded cloud
microphysics scheme.

4.2. Grid Resolution Sensitivity

The COMBLE case represents a suitable scenario to assess model performance and sensi-

tivity to grid resolution and subgrid closure, as it includes strong turbulence convection and
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precipitation events with complex mixed-phase cloud interactions all having noticeable effect on
distribution of water content in the boundary layer.

As a reference case we use grid size of 256 x 256 x 140 cells, similar to the one proposed in the
intercomparison project, but with uniform grid steps in each direction, i.e., Ax = Ay = 100 m
and Az = 50 m. Contrary to the COMBLE setup specification, no grid refinement towards
the surface is used, and this way we exclude any influence of non-uniform grid steps on the
LES filtering. Starting from the reference case we successively coarsen the resolution and study
how the LES model reproduces the horizontally averaged and domain-averaged quantities. The
horizontal grid step is increased up to Az = Ay = 800 m, while the vertical grid step is increased
up to Az =400 m, i.e., eight-fold compared to the reference computational grid.

1
< 05}
0
0
g3 = = 100/400 m
% - - 100200 m
D -~ 100/100 m
ano.z 1— 800/50 m
A l—400/50 m
&l ||]—-200/50 m
Z 01H 0050 m P
1 &
0 5

T, hours T, hours
(c) (d)

Figure 1. Domain-averaged cloud characteristics: (a) cloud area fraction A., (b) liquid water
path, (c) ice water path and (d) total precipitation P, with the decrease in horizontal (solid
lines) and vertical (dashed lines) resolution of the large-eddy simulation model. The bold black
line denotes the reference simulations on the finest computational grid

Figureshows the domain-averaged characteristics of the key cloud properties: the cloud
area fraction (Fig. ) A, the distribution of total water content (Fig. and Fig.) and the
total precipitation rate P; (F ig.), which is related to ice-phase sedimentation, with negligible
contribution from the liquid-phase. The total water content is given in terms of horizontally-
averaged values of liquid water path (LWP) and ice water path (IWP):

L, L.
LWP(z,y) = / POQliquidd? = / po (qc + qr) dz,
0 0

L. L.
IWP(z,y) —/ Podsolidd? E/ po (¢ + as + qg) dz.
0 0
Here and hereafter we drop the LES-filtering notation, i.e., 6, when denoting the model fields
to make the presentation of results more concise.
The decrease in vertical resolution (dashed lines in Fig. has the most effect on cloudy
boundary layer characteristics. In particular, it significantly reduces the cloud area fraction,
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damps the liquid-phase and, to a lesser extent, the ice-phase water content. This in turn affects
the precipitation intensity at the early stages of cold-air outbreak, which is mostly due to ice
and snow hydrometeors. At the later stages (after 10 hours from the start of simulations, when
the cloud top reaches around 2000 m) the boundary layer is sufficiently resolved even with the
coarsest grid step of 400 m, and the water content and precipitation estimates almost match
the reference case. Notably, the increase of grid steps (solid lines in Fig. in the horizontal
directions has a minor influence even on A. and any other domain-averaged quantities, with
only notable excessive condensation during the initial growth of convective boundary layer.

x10°5

4.5

2 4 6 8 12 14 16 18 20
(a)

0
2 4 6 8 10 12 14 16 18 20 2 4 6 8 10 12 14 16 18 20

T, hours T, hours
(c) (d)
Figure 2. Horizontally-averaged cloud droplet water content, ¢., depending on the grid
resolution: (a) reference case with A, = Ay, = 100 m, Az = 50 m, (b) two-fold decrease
in horizontal and vertical resolution, (c¢) coarsening in horizontal direction

to Az = Ay = 800 m, (d) coarsening in vertical direction to Az = 200 m

The horizontally averaged cloud droplet (q.), ice (¢;) and snow combined with graupel
(gs + q4) water content depending on the resolution of the LES model are shown in Figs.
and respectively. The two-fold increase of grid steps in both horizontal and vertical resolu-
tion, see Figs. , only slightly influences the results. Approaching the coarsest resolution in
horizontal directions, Ax = Ay = 800 m (Figs. ), shows that even though the convective
boundary layer growth rate is reduced, resulting in more pronounced saturation and formation
of cloud droplets, the ice formation mechanisms and the overall ice-phase water content remains
only slightly affected, including the distribution with height of precipitating snow and graupel.
When the vertical grid step approaches 200 m (Figs. ) the entrainment layer at the initial
stages is under-resolved suppressing the formation of liquid-phase cloud. This also results in
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a more thicker distribution of ice water content, in part suppressing conversion to snow and

precipitation before and during the transition from stratocumulus to cumulus.

x10°5

2 4 6 8 10 12 14 16 18 20
(b) 425

q;, kelkg

0

2 4 6 8 10 12 14 16 18 20
T, hours T, hours

(c) (d)

Figure 3. Horizontally-averaged ice water content, ¢;, depending on the grid resolution
as given in Fig.

Our findings show that the developed LES model is capable to reproduce the CAO case
characteristics even with highly coarse horizontal resolution of 800 m, while the maximum CBL
depth is around 3 km. The horizontal grid resolution only slightly affects the distribution of
water content if the turbulence dynamics and the structure of CBL are even barely reproduced.
This shows good promise in using the LES model with the dynamic closure approach, applied
to momentum, and both heat and moisture transport, to study complex mixed-phase cloud
dynamics. On the other hand, as the cloud formation processes are strongly tied with entrain-
ment/detrainment of air, the vertical resolution appears to be more important. While the grid
step of 400 m in the vertical direction appears too coarse and unable to resolve the initial growth
of boundary layer, the modeling results during the stratocumulus to cumulus transition appear
sensitive to even finer resolutions up to 100 m in domain-averaged and horizontally-averaged
characteristics, implying also the sensitivity to subgrid closure.

4.3. Computational Performance

To assess the computational performance of the LES model with embedded two-moment
bulk microphysics scheme on GPUs, we consider two distinct numerical setups proposed in the
COMBLE intercomparison project : the liquid-only setup, where only processes related with
cloud and rain droplets occur and any ice formation or transport of ice water content is excluded,
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x10°%

q; +qp kglkg
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(c) (d)

Figure 4. Horizontally-averaged snow and graupel water content, ¢s + g4, depending on
the grid resolution as given in Fig.

and the mized-phase setup with all the liquid- and solid-phase hydrometeors. For the liguid-only
microphysics we use the saturation adjustment procedure, i.e., the g. is diagnostic, while the
number concentration of cloud droplets, N, is fixed. All numerical tests were performed on the
Lomonosov-2 supercomputer on nodes with an Intel Xeon Gold 6142 CPUs and NVIDIA V100
GPUs.

To verify the implementation on GPU of the cloud microphysics scheme, the simulations
of COMBLE scenario were compared with those obtained on central processing units. Tur-
bulent convective cloud systems are highly nonlinear and we do not expect that the trajec-
tories in both runs would match each other even with minor implementation differences, e.g.
order of finite-precision arithmetic operations. The computational grid in these simulations was
128 x 128 x 75 cells, which corresponds to horizontal resolution Az = Ay = 200 m and a ver-
tical grid step of around Az ~ 90 m. Figureshows the difference between the averaged in
horizontal directions vertical profiles of ice and snow water content in CPU and GPU runs for
the mized-phase case. While the observed differences appear substantial in the later half of sim-
ulations, where strong precipitation events occur, we stress that they are within the ensemble
spread of LES model for this CAO case. This is also evident in comparison of CPU-GPU imple-
mentation results for domain-averaged quantities — liquid and ice water paths shown in Fig. @
where the relative differences are much smaller.

The two-moment cloud microphysics scheme accounts for circa 50% of total computational
time on single CPU core. This is the most computationally demanding part of model time-
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Figure 5. Time evolution of horizontally-averaged vertical profiles for ice, ¢;, (a,b)
and snow, ¢s, (c,d) water content and their respective differences (e, f) between CPU- (a,c)
and GPU-based (b,d) implementations in mized-phase case

step, projection method used for solving equations and ll takes the second place and the
dynamic LES closure occupies the third place. This warrants the next part of our study — inves-
tigating to what extent the porting of cloud microphysics to GPU architecture could improve
the computational performance of the large-eddy simulation model of cloudy boundary layers.

To facilitate these tests, we performed a set of numerical experiments with two-moment cloud
microphysics scheme for a range of grid sizes: from 128 x 128 x 75 up to 512 x 512 x 75 cells.
Note that for mized-phase case the largest grid size is slightly lower (576 x 256 x 75 cells)
because of increased memory demand — storing additional solid-phase hydrometeor fields and
their tendencies makes model reach the 16 GB VRAM limit of V100 devices.

The speedup estimates of running the LES model on GPUs as compared with CPU-only
implementation are given in Figs. andfor liquid-only and mized-phase simulations, respec-
tively. Figureshows the speedup of the entire model (Fig. ) and its individual components
(Fig. , c and d) for the liquid-only case, comparing performance of single GPU with single
CPU core. With the increase in grid size (N) the speedup increases for the surface layer flux
scheme (Fig. : surface layer), the projection method for solving the momentum equations
with incompressibility constraint (Fig. : momentum eq.), and, in particular, the implemen-
tation of the BiCGstab algorithm with multigrid preconditioner for solving the finite-difference
Poisson equation (Fig.: poisson eq.). The opposite behavior is observed for other components
(Fig., ¢, d), including the cloud microphysics scheme. This dependence of GPU performance
on grid resolution is evident for the mized-phase simulations as well (Fig. . In both cases
the microphysics scheme (Fig. o and Fig. ), while being one of the most time-consuming,
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Figure 6. Differences between CPU- and GPU-based implementation of the LES model for
liquid water path (LWP) in (a) liguid-only and (b) mized-phase cases, (c) ice water path (IWP)

achieves the most significant reduction in run-time over CPU implementation with the speedup
in mized-phase well over 200 times compared to single CPU core. Notably, the overall model per-
formance is hindered by less efficient GPU-implementation of explicit in time numerical methods
for solving advection-diffusion type equations for liquid /solid water potential temperature ©, to-
tal water content ¢, mixing ratios g, and number concentrations N, of all the hydrometeors,
where a = [c,r, 1, s, g]. Optimization of tracer transport algorithms (see analysis in ) seems
especially relevant for the mized-phase simulations, as the two-moment microphysics scheme
may involve solving ten additional transport equations.

Next, we focus on MPI-scalability of the LES model, shown in Figs.@and This evaluation
is important for both CPU- and GPU-based implementations. For the former, efficient MPI-
scaling is crucial to shorten single GPU-card-to-core gap, and, for the latter, memory constraints
on the GPU (compared to CPU) require the use of multiples of devices for very large grids. In
numerical tests we enlarged the computational domain in each horizontal direction up to 100 km,
resulting in a grid comprising 512 x 512 x 75 cells.

The LES model (Fig. @a) and almost all of its components (Fig. @3, ¢, d, e, f) exhibit a
near-linear speedup with increase in the number of MPI processes for CPU-based implemen-
tation. The only notable exceptions are the microphysics scheme (Fig. @3: microphysics) and
computations related to evaluation of virtual potential temperature (Fig. @:: state eq.). This
could be attributed to additional MPI communications performed in these parts of the model.

For the MPI-CUDA hybrid implementation we bind each GPU to a separate MPI process,
while the speedup is calculated relative to the run time achieved on 2 MPI processes due to
insufficient memory available on a single GPU. The results for the GPU-based implementation
(Fig. show that MPI-scaling is less efficient, compared with baseline CPU results. In par-
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Figure 7. Single GPU over single CPU core implementation speedup of the LES model
and its components for liquid-only simulations depending on the number of grid cells N

ticular, additional communications with CPU-GPU data transfers thwart the scalability of the
dynamics part of the model (Fig.: momentum eq. and poisson eq.). This is primary related
to communications and grid coarsening applied in the multigrid method (Fig.: poisson eq.).
The reason for poor MPI scalability for the surface flux layer calculations (Fig. : surface
layer) appears to be rather small workload, since those calculations are performed only with
2D surface layer data. On the other hand, almost 4-times speedup of the model on 16 GPUs
(compared with run time on 2 GPUs) is due to highly-efficient MPI-scaling of the transport
equations and, especially, the microphysics scheme.

Some further improvements on MPI-scaling could be expected on novel NVIDIA GPU de-
vices interconnected via high-bandwidth communication links called NVLink. This allows for
effective memory exchange between GPUs without utilising CPU RAM (Random Access Mem-
ory). For instance, NVLink connection between two A100 GPUs provides 600 GB/s bidirectional
bandwidth. Moreover, peer-to-peer exchange between the GPUs on the different computational
nodes can be performed if they are connected using RDMA (Remote Direct Memory Access) sup-
ported communication links: Infiniband or RoCE — RDMA over Converged Ethernet. Such CPU-
excluding data transfers can be implemented in LES models with the communication libraries
introduced by coprocessor suppliers (e.g., NVIDIA or AMD). Particularly, NCCL (NVIDIA Col-
lective Communications Library) provides optimized multi-GPU and multi-node communication

primitives.
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Figure 8. Single GPU over single CPU core implementation speedup of the LES model
and its components for mized-phase simulations depending on the number of grid cells NV

Conclusions

In this paper we discussed the development of the large-eddy simulation model supplemented
with two-moment bulk cloud microphysics scheme for GPU-based HPC systems. The model is
based on the dynamic approach for calculation of subgrid scale fluxes, applied to both heat
and moisture transport. The analysis of large-eddy simulation of an intense cold-air outbreak
case in the Arctic showed little sensitivity in reproducing bulk characteristics of mixed-phase
cloudy convection to horizontal grid resolution. On the other hand, the results highlight stronger
dependence on vertical resolution even in cases where the CBL dynamics could be expected to be
well-resolved by the LES model. Here the grid coarsening led to pronounced reduction in cloud
cover, weakened cloud formation during the stratocumuls to cumulus transition, but overall
only slightly affected domain-averaged water content and precipitation estimates. In this regard
future studies of cloud transition mechanisms during CAO should take into account the possible
significant sensitivity to vertical grid resolution and subgrid closure in the LES approach.

The performance evaluation tests demonstrated that GPU implementation provides up to
200 times higher computing performance than single CPU core (or more than 10 times per
a CPU node) for computationally demanding cloud microphysics schemes. Numerical solution
of tracer transport equations represents one of the main bottlenecks in GPU implementation,
relative to other components of the model, achieving a performance comparable to only 1.5 CPU
nodes. With the overall estimated threefold speedup of the LES model on graphics processing
unit compared to CPU node, adopting code to GPU allows to expand possible range of domain
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Figure 9. MPI-scalability of the CPU-based implementation of the LES model
and its components, P is the number of MPI processes

and grid sizes. This is a prerequisite for studies of complex mixed-phase cloud processes and
cloud organizations.

One of the main concerns is related to inefficient MPI multi-GPU scaling of the LES model,
which requires further improvement. While the cloud microphysics scheme achieves even super-
linear speedup when using 16 GPUs, the overall efficiency of the LES model is hampered by the
implementation of multigrid method for solving finite-difference approximation of the Poisson
equation, which heavily relies on data coarsening to achieve higher convergence rates and in-
volves a significant amount of communications. These findings suggest the necessity for further
optimization of MPI data transfers in GPU-based LES models. In this regard, such improve-
ments could be achieved by excluding CPU RAM in MPI communications, using specialized
technologies (e.g., NVLink) and libraries (e.g. NCCL) for device-to-device high bandwidth link
between state-of-the-art GPUs.
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