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Nowadays, the issue of direct modeling of seismic exploration problems is becoming increas-

ingly important due to the development of a new field of application of such algorithms as genera-

tion of a training samples for subsequent solution of the appropriate inverse problem using neural

networks. This challenges scientists to develop corresponding parallel algorithms and improve their

efficiency. The current manuscript is devoted to the algorithm for decomposing a large number

of individual computational grids of various sizes for a large number of MPI processes using the

example of a 3D direct problem of seismic exploration of geological media treating the complex

topology of the Earth’s surface, the complex shape of interfaces between geological layers and a

large number of explicitly treated geological fractures, that are not aligned with the coordinate

axes. Three modifications of the grid-characteristic numerical method on Chimera and curvilin-

ear computational grids are compared with each other. The dependence on different numbers of

fractures is studied. A large number (several hundreds or thousands) of fractures in the geological

media significantly increases the amount of transmitted data, which imposes requirements on the

developed modification of the greedy algorithm.

Keywords: decomposition, greedy algorithm, large number of grids, large number of fractures,

Chimera meshes, patch grids, grid-characteristic method, elastic wave, seismic wave, 3D simula-

tion.

Introduction

Methods for solving inverse problems can be divided into inversion, migration, and the use of

neural networks, with each approach imposing its own parallelization features [9, 16]. With the

development of neural networks, the issue of direct modeling of seismic exploration problems is

becoming increasingly relevant, as a new area of application for this type of computer modeling is

actively developing. Training of neural networks for solving inverse problems of wave dynamics

on simulated data has been actively carried out in recent years [7, 8, 14, 15]. Another new

way of using solvers for direct problems of wave dynamics due to the development of neural

networks is the use of deep learning to obtain seismograms from a velocity model [22], which

also creates a need to use synthetic training samples. This means that the development of new

high-precision methods for three-dimensional modeling of seismic waves in geological media,

treating the complex surface topography and internal structure, with explicit identification of

fractures, that are not co-directed with the coordinate axes, is acquiring additional significance

and relevance. In turn, the question arises of the quality of parallelization of the developed

algorithms and taking into account the efficiency of parallelization as a factor in choosing the

best method of computer modeling.

In recent years, the following numerical methods for solving direct problems of seismic

exploration, the development of which is underway, have become popular, i.e., finite-difference

method on staggered grids [21], the discontinuous Galerkin method [20, 24], and the spectral

element method [23].
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The following two main types of accounting for fracturing in geological environments are

distinguished, i.e., explicit treatment of fractures [4, 6, 10] and different averaged models [4, 17].

The paper [24] is devoted to parallelized modification of the discontinuous Galerkin method

for solving geophysical problems, but a large number of individual computational grids does not

arise. The paper [1] considers the issue of decomposition of structured and unstructured grids

when solving problems of linear elasticity and using fine and coarse grids with different integra-

tion steps. The papers [11, 18] are devoted to the decomposition of methods using overlapping

patch grids, which are used to increase the number of nodes in the desired area.

In this manuscript, we compare three modifications of the grid-characteristic method in

terms of their parallelization efficiency, i.e., the grid-characteristic method on curvilinear struc-

tured grids [5] (type #1), the grid-characteristic method on Chimera grids for describing the

topography of the Earth’s surface and interfaces between geological rocks [2], which we combine

with two methods for treatment fracturing, i.e., the use of Chimera rotated Cartesian grids

around fractures [12] (type #2) and the use of overlapping patch grids around fractures [13]

(type #3). The novelty of this study is that we consider a different large numbers of fractures

and a larger number of MPI processes.

The article is organized as follows. Section 1 is devoted to problem statement and mathe-

matical model. In section 2 we introduce decomposition and partitioning algorithms. Section 3

contains speed up testing. Conclusion summarizes the study and points directions for further

work.

1. Problem Statement and Mathematical Model

To describe the propagation of seismic waves in geological media with complex boundaries

(see Fig. 1) and multiple fractures (see Figs. 2–4), we seek a solution to the following initial

boundary value problem of the hyperbolic elastic wave equation.

(a) Speed model (b) Density

Figure 1. Geological model with 4 layers

The system of equations inside the integration domain in each geological layer #l is written

as follows:

∂σl (t, r)

∂t
= ρ

(
c2P,l − 2c2S,l

)
(∇ · vl (t, r)) I+

+ ρc2S,l (∇⊗ vl (t, r) + (∇⊗ vl (t, r))ᵀ)− P (t, r) I, (1)
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(a) 500 fractures under the Earth’s surface

(b) Wave snapshot, numerical method modification

type #1

Figure 2. Example with 500 fractures in geological media

(a) 100 fractures under the Earth’s surface

(b) Wave snapshot, numerical method modification

type #1

Figure 3. Example with 100 fractures in geological media

ρl
∂vl (t, r)

∂t
= (∇ · σl (t, r))ᵀ,

r ∈ Ωl, t ∈ [0, T ] , l ∈ [1, L] .

Here, in Eq. (1), the right-hand side (the seismic wave source) is described by the following

expression:

P (t, r) =





(
1− 2

(
πft− 1.3

√
6
)2)

exp
(
−
(
πft− 1.3

√
6
)2)

, t ∈
[
0, 3.9

√
6

πf

]
, r ∈ Ξ,

0, t /∈
[
0, 3.9

√
6

πf

]
, r /∈ Ξ.

(2)

Here, in Eq. (2), the numerical coefficients arise in order to use the exact zero value on that

part of the real time axis where the Ricker wavelet is sufficiently small.

A Modification of Adaptive Greedy Algorithm for Solving Problems of Fractured Media...

42 Supercomputing Frontiers and Innovations



(a) 50 fractures under the Earth’s surface

(b) Wave snapshot, numerical method modification

type #1

(c) Wave snapshot, numerical method modification

type #2

(d) Wave snapshot, numerical method modification

type #3

Figure 4. Example with 50 fractures in geological media

The following free boundary condition is established on the upper layer #1, at the contact

with air:

σ1 (t, r) ·m1 (r) = 0,

m1 (r)⊥Γ0, r ∈ Γ0, t ∈ [0, T ] .

At the boundaries of the sections of geological rocks, the following contact conditions are

established:

σl−1 (t, r) ·ml (r) = σl (t, r) ·ml (r) ,

vl−1 (t, r) = vl (t, r) ,

ml (r)⊥Γl, r ∈ Γl, t ∈ [0, T ] , l ∈ [2, L] .

The following contact condition is established, which is a special case [12] of Schoenberg

linear slip model [19], to describe the scattering of waves on the fracture #i at the location of

the fracture:

mi (r) · σL
l (t, r) ·mi (r) = mi (r) · σR

l (t, r) ·mi (r) ,

σL
l (t, r) ·mi (r)−

(
mi (r) · σL

l (t, r) ·mi (r)
)
mi (r) = 0,
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σR
l (t, r) ·mi (r)−

(
mi (r) · σR

l (t, r) ·mi (r)
)
mi (r) = 0,

vL
l (t, r) ·mi (r) = vR

l (t, r) ·mi (r) ,

mi (r)⊥Θi, r ∈ Θi, t ∈ [0, T ] , i ∈ [1, F ] .

Here and further in the text, σ is Cauchy stress tensor, v is velocity, cP, cS, and ρ are

elastic parameters (P-wave speed, S-wave speed, and density), f means frequency, m means

unit normals, L is the number of geological layers, F is the number of fractures, Ξ is the source

location, Γl is the boundary between l and l + 1 layers, Θi is the i fracture location.

2. Decomposition and Partitioning Algorithms

In this manuscript, we compare how the proposed decomposition algorithm works for three

modifications of the grid-characteristic method, also varying the number of geological fractures.

Examples of snapshots of wave fields are shown in Figs. 4b, 4c, and 4d for computational method

modification types #1, #2, #3, respectively.

In calculations with numerical method modification type #1, we have the following set of

computational grids:

• large computational grids, curvilinear structured grids covering geological layers in the

amount of geological layers L, see Fig. 5a,

• tiny computational grids of the minimal size for identifying a rupture on a fracture in the

amount of 2F , see Fig. 6a.

That is, we have

GL = L

large grids and

GS = 2F

small grids.

(a) 4 curved structured grids (b) Background (1) and Chimera (2,3) grids

Figure 5. Large computational grids

At the legend in Fig. 6d, 1 is a part of large background Cartesian grid, 2 is a part of

large curved structured grid covering geological layer, 3 is Chimera rotated Cartesian or curved

structured patch grid around the fracture, 4 means nodes of grids of types 2 or 3, to which data

is copied to smooth out the gap at the ends of the fracture, 5 means nodes of grids of types 2
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(a) Numerical method modification, type #1

(b) Numerical method modification,

type #2

(c) Numerical method modification, type

#3

(d) Legend

Figure 6. Small and tiny computational grids around fractures, OXY, example

or 3, from which data is copied, 6 is left tiny grid of the minimal size around the fracture, 7 is

right tiny grid of the minimal size around the fracture, 8 is the fracture itself.

In calculations with numerical method modifications types #2 and #3, we have the following

set of computational grids:

• large Cartesian background grid, see Fig. 5b,

• large Chimera curvilinear computational grids along layers in the amount of 2L1,

see Fig. 5b,

• small computational grids around fractures in the amount of F (built according to different

algorithms and having different number of nodes for calculations of type #2 (see Fig. 6b)

and type #3 (see Fig. 6c), respectively),

• tiny computational grids of the minimal size for highlighting a rupture on a fracture in the

amount of 2F , see Figs. 6b and 6c for numerical method modifications types #2 and #3,

respectively.
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That is, we have

GL = 8L

large grids and

GS = 3F

small grids.

The number of computational operations spent on calculations on different types of grids

is different. For example, we give below the formulae for calculating the first two Riemann

invariants in the three-dimensional case for a Cartesian grid:

ωX
1,2 = vX ∓

1

ρcP
σXX,

and for a curvilinear structured grid:

ω1,2 = n · v ∓ 1

ρcP
(N00 : σ) . (3)

In Eq. (3), n is a vector, and N00 is a symmetric tensor of the second rank, depending on

the node of the curved computational grid.

Therefore, before starting the calculations, the grid node weighting coefficients for each type

of computational grid are determined by running test calculations, which do not take much time.

The coefficients used in current study are given in Tab. 1.

Table 1. Weights of nodes in different types of computational grids

computational grid figure grid type method type weight w

grid covering geological layer Fig. 5a curved structured #1 3.0

large background Fig. 5b Cartesian #2, #3 1.0

large Chimera along interfaces Fig. 5b curved structured #2, #3 2.0

small Chimera around fractures Fig. 6b Cartesian rotated #2 1.0

small patch around fractures Fig. 6c curved structured #3 4.0

tiny around fractures Fig. 6a curved structured #1 2.0

tiny around fractures Fig. 6b Cartesian rotated #2 1.0

tiny around fractures Fig. 6c curved structured #3 2.0

We calculate the value

N =

GL+GS∑

g=1

wgN
g
XN

g
YN

g
Z

to perform the decomposition.

The numbers of processes allocated to the large grids are calculated using the following

formulae:

Pg =
P

S
wgN

g
XN

g
YN

g
Z,

g ∈ [1, Gl] .
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Then these real numbers are rounded to an integers and the set of these numbers for all

large grids is adjusted so that the sum does not exceed the total number of processes P :

PF = P −
GL∑

g=1

Pg,

PF ≥ 0.

Minimal Cross Section algorithm for parallel grid partitioning introduced in [3] is used for

these lagre grids to divide each g grid by a selected number of processes Pg, g ∈ [1, Gl].

1. All possible partitions of the number of processes Pg into 3 divisors
{
Lg,jX , Lg,jY , Lg,jZ

}
are

considered, without repetitions based on the known tables of natural numbers divisors. If

the Pg has a large amount of divisors, one can choose not all divisors, but only some,

approximately equidistant from each other, and including 1 and Pg.

Pg = Lj,gX · L
j,g
Y · L

j,g
Z .

2. The sum of the cross sections is calculated for each set of divisors
{
Lg,jX , Lg,jY , Lg,jZ

}
using

the following formula:

Sjg =
(
Lg,jX − 1

)
·Ng

Y ·N
g
Z +

(
Lg,jY − 1

)
·Ng

X ·N
g
Z +

(
Lg,jZ − 1

)
·Ng

X ·N
g
Y.

3. Such a set of divisors
{
Lg,jX , Lg,jY , Lg,jZ

}
is chosen, which provides the minimal value of the

cross section Sjg .

Then the distribution of small (and tiny) grids among the processes begins.

In the case of a modification of the numerical method of type #1, at first the PF processes

are filled with the number of grids sequentially each, until the total number of nodes allocated

to the process begins to exceed the average filling of the remaining processes with nodes of large

grids N
P . In this case and further, the nodes are taken into account with weights. That is, the

value wgN
g
XN

g
YN

g
Z is considered, and not Ng

XN
g
YN

g
Z. The remaining part of the tiny grids of the

minimal size is distributed evenly among all processes evenly.

For modifications of the numerical method of types #2, #3, the coefficient of the ratio K

of the average size of the small grid around the fracture to the average size of the tiny grid of

the minimal size is calculated. Then,

1. The PF processes are filled according to the following algorithm sequentially each.

(a) We try to place as many small grids around the fractures as possible so that the total

number of nodes in the process under consideration does not exceed N
P .

(b) If possible, we place as many tiny grids of the minimal size as possible.

(c) We move on to the next process.

2. We distribute the remaining small grids around the fractures evenly across all processes

until we stop at process number P0.

3. We place K tiny grids of minimal size into the remaining PP0 processes.

4. We distribute the remaining tiny grids of minimal size evenly across all processes evenly.

Note that, the PF number is often zero for an insufficiently large number of fractures and

number of MPI processes, see Tables 2–4.

As for large Chimera grids placed along geological layers, for a small number of MPI pro-

cesses, one process also often has been allocated for each large Chimera grid, see Tables 5 and 6.
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Table 2. Dependence of the number of MPI processes allocated to all grids around fractures

only PF on the total number of MPI processes P for the different number of fractures,

numerical method modification type #1

P 12 16 20 24 28 32 40 50 60 70 80 90 100 150 250 500

50 1 0 0 1 0 0 1 1 0 0 1 0 0 1 1 2

100 1 0 0 1 1 0 1 1 0 0 1 0 0 1 1 2

500 1 1 0 1 1 1 2 1 1 2 3 2 2 4 6 13

1000 1 1 2 1 1 1 2 2 4 4 4 4 5 8 13 24

2000 1 1 2 2 2 3 3 5 5 6 7 9 10 13 23 47

Table 3. Dependence of the number of MPI processes allocated to all grids around fractures

only PF on the total number of MPI processes P for the different number of fractures,

numerical method modification type #2

P 12 16 20 24 28 32 40 50 60 70 80 90 100 150 250 500

50 0 0 2 0 0 1 0 2 0 0 2 0 0 0 3 0

100 0 0 2 0 0 1 0 2 0 0 2 0 4 0 3 7

500 0 1 3 0 0 1 0 3 1 5 3 1 6 9 8 22

1000 0 1 3 5 0 2 6 4 2 7 5 10 8 12 19 39

2000 0 2 4 6 1 3 7 6 11 9 8 13 11 24 35 70

Table 4. Dependence of the number of MPI processes allocated to all grids around fractures

only PF on the total number of MPI processes P for the different number of fractures,

numerical method modification type #3

P 12 16 20 24 28 32 40 50 60 70 80 90 100 150 250 500

50 0 0 2 0 0 1 0 2 0 0 2 0 4 0 4 8

100 0 1 2 0 0 1 0 3 0 5 3 0 5 1 6 11

500 0 1 3 5 1 3 7 5 10 8 6 12 10 15 25 56

1000 0 2 4 7 9 4 9 7 13 12 17 16 22 29 51 101

2000 1 3 6 8 11 13 12 18 17 24 30 30 36 47 83 165

Therefore, the decomposition algorithm proposed in this manuscript is not suitable for a small

number of MPI processes.

Table 5. Dependence of the number of MPI processes allocated to one large Chimera grid on

the total number of MPI processes P for the different number of fractures, numerical method

modification type #2

P 12 16 20 24 28 32 40 50 60 70 80 90 100 150 250 500

50 1 1 1 1 1 2 2 3 4 4 5 6 6 9 16 32

100 1 1 1 1 1 2 2 3 4 4 5 6 6 9 16 32

500 1 1 1 1 2 2 2 3 4 4 5 6 6 9 16 31

1000 1 1 1 1 2 2 2 3 4 4 5 5 6 9 15 30

2000 1 1 1 1 2 2 2 3 3 4 5 5 6 8 14 28
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Table 6. Dependence of the number of MPI processes allocated to one large Chimera grid on

the total number of MPI processes P for the different number of fractures, numerical method

modification type #3

P 12 16 20 24 28 32 40 50 60 70 80 90 100 150 250 500

50 1 1 1 1 1 2 2 3 4 4 5 6 6 10 16 32

100 1 1 1 1 1 2 2 3 4 4 5 6 6 10 16 32

500 1 1 1 1 2 2 2 3 3 4 5 5 6 9 15 29

1000 1 1 1 1 1 2 2 3 3 4 4 5 5 8 13 26

2000 1 1 1 1 1 1 2 2 3 3 3 4 4 7 11 22

3. Speed Up Testing

This section presents the graphs of the speedup dependence on the number of MPI processes

for various modifications of the numerical method and various numbers of fractures in Fig. 7.

The 9 dependences of the speedup on the number of MPI processes are grouped on the

graphs as follows. For the same types of numerical method modification and different numbers

of fractures on one graph in Figs. 7a, 7c, and 7e for types #1, #2, #3, respectively. For the

same numbers of fractures and different numerical methods modifications on the same graph

in Figs. 7b, 7d, and 7f for the numbers of fractures 50, 100, 500, respectively.

Thus, Figs. 7a, 7c, and 7e allow one to see the effect of the number of fractures on the

parallelization efficiency. While Figs. 7b, 7d, and 7f allow one to compare the parallelization

efficiency of different modifications of the numerical method for the same number of fractures.

Conclusion

In the manuscript, we proposed and studied the algorithm for decomposing a large number

of individual computational grids of various sizes using the example of a direct problem of

seismic exploration of geological media treating the complex topology of the Earth’s surface, the

complex shape of interfaces between geological layers, and a large number of explicitly treated

geological fractures, that are not aligned with the coordinate axes. The developed decomposition

algorithm was tested for three modifications of the grid-characteristic method on Chimera and

curvilinear structured computational grids. The effect of the number of fractures on the efficiency

of parallelization was studied.

The modification of the numerical method type #1 is more efficiently parallelized. But,

when this modification is applied, the complexity is the construction of curvilinear structured

grids, which, on the one hand, allow describing the complex topography of interfaces between

geological rocks and the Earth’s surface boundary-conforming, and on the other hand, node by

node, geometrically fall into each fracture. Such computational grids are difficult to construct

with a large number of geological fractures, both algorithmically and in terms of RAM and time

costs at the preprocessing stage.

The modification of the numerical method type #3 is more accurate computationally (see

works [12, 13]), but loses in parallelization efficiency in comparison to type #2 with a large

number of fractures and a large number of MPI processes and large fracture inclination angles

relative to the coordinate axes. This is due to the fact that the modification of the method type
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(a) Numerical method modification, type #1,

different numbers of fractures

(b) 50 fractures, different numerical method

modifications

(c) Numerical method modification, type #2,

different numbers of fractures

(d) 100 fractures, different numerical method

modifications

(e) Numerical method modification, type #3,

different numbers of fractures

(f) 500 fractures, different numerical method

modifications

Figure 7. Dependences of the speedup on the number of MPI processes

#3 requires constructing a grid around a fracture of a slightly larger size (see Figs. 6b and 6c)

compared to type #2, and this begins to affect under the above conditions.

For all modifications of the numerical method, the growth of fracture number leads to an

increase in the volume of transmitted information, which reduces the efficiency of paralleliza-

tion. The effect is weakest for the modification of the numerical method type #1, since this

modification contains only tiny computational grids of minimal size around fractures. In turn,

A Modification of Adaptive Greedy Algorithm for Solving Problems of Fractured Media...

50 Supercomputing Frontiers and Innovations



for the modification of the numerical method type #3, the effect is somewhat stronger than for

the modification of the numerical method type #2 for the same reason.

As a direction for further development of the proposed in the manuscript decomposition

algorithm, we can name the identification of the dependence of weight coefficients for grids

around fractures taking into account the average amount of transmitted data.
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