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The interaction between deoxyribonucleic acid (DNA) and deoxyribonucleic acid-binding pro-

tein from starved cells (DPS) in bacterial cells leads to intracellular crystallization of the genetic

material of bacteria, which contributes to the survival of bacteria under stress factors, includ-

ing antibacterial agents. Molecular modeling can help explain the molecular mechanisms of DNA

binding to this protein. In this paper, we report a supercomputer simulation of the molecular

dynamics of several types DNA-DPS complexes and crystals ranging from DPS+DNA dimer to

DNA in periodic crystal channels of Escherichia coli DPS protein using a coarse-grained Martini

force field. By modeling DNA of 24 base pairs, comparable in size to the diameter of the DPS

protein, we use the slow-growth thermodynamic integration method to find binding protein-DNA

free energy and discuss the contribution of ions and the length of trajectories sufficient for this type

of simulations. The results obtained are important for further research in the field of simulation of

biological DNA-protein crystals and the study of the molecular mechanisms of DNA interaction

with the DPS protein.

Keywords: molecular dynamics, slow-growth thermodynamic integration method, DPS protein,

DNA stabilization, DNA-DPS binding free energy.

Introduction

The formation of intracellular crystals of bacterial DNA in response to stress bears much

interest both in biophysics and pharmaceuticals, as well as in industry. Despite the confirmation

of the formation of the crystals by DPS proteins and their homologues, the search for DNA

positions in such crystals remains of immediate importance. Bacteria have numerous strategies

that allow them to survive unfavorable environmental conditions [21]. The preservation of a part

of the bacterial colony under stressful conditions is the key to the survival of the population in

the long term [39]. Primarily, survival depends on the cell’s ability to retain its DNA. Unlike

eukaryotic cells, bacterial cells do not have a system of histone proteins and unified mechanisms

for chromosome condensation. However, prokaryotic DNA is also capable of compacting, under-

going hierarchical packaging [41]. The chromosomal DNA of bacteria is compactly folded into the

so-called nucleoid, consisting of DNA, RNA and proteins, which differs sharply from the rest of

the cytoplasm. Bacteria use a number of nucleoid-associated proteins (NAPs) that influence the

lower-level organization of the nucleoid by bending, stiffering, bunching, wrapping, or bridging

the DNA [2, 18, 33, 41]. Bacterial chromatin can change its shape and composition depending on

the growth phase of bacterial population and the state of the cells. During prolonged starvation,

DNA, together with bacterial NAPs, can form various condensed structures [17, 23]. One of

the most notable strategies is the crystallization of the bacterial nucleoid with the help of DPS

proteins (DNA-binding Proteins from Starved cells) and their homologues [42]. DPS was first

isolated from cells of Escherichia coli (E. coli) under stress of starvation [1]. Studies of bacteria

and archaea revealed a wide distribution of proteins of the DPS family and proteins homologous

to them among the representatives of these domains. The crystal structure of E. coli DPS was

first obtained in 1998 by X-ray diffraction analysis with a resolution of 1.6 Å [9]. DPS forms a
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dodecamer with 23 (tetrahedral) point group symmetry. It has a spherical shape with a cavity

inside (∼9 nm outer diameter, ∼5 nm inner diameter) and pores at the three-folds.

During the logarithmic phase of growth, DPS has been shown to be a minor compo-

nent of the nucleoid (∼6 thousand molecules per cell). In the stationary phase, its synthesis

sharply increases, and DPS becomes the predominant nucleoid-associated protein (∼180 thou-

sand molecules per cell [14]. DPS can protect bacteria against multiple stresses during stationary

phase of grow [27]. The conventional point of view that DPS binds DNA without sequence or

structural specificity, but there is controversial data [3]. The structure of this protein and prob-

able interactions with DNA was studied in vitro [6, 7, 9, 16, 26, 34]. In silico studies have

shown how the DPS protein can form crystals and co-crystals with DNA under various con-

ditions [36–38]. The long N-terminal regions and the surface of the protein are rich in lysine

residues. Like the tails of eukaryotic histone proteins [12, 32], the N-terminals of DPS provide

stability and conformational mobility of DNA, and also determine the binding of DNA to DPS

protein complexes. However, the amino acid sequences and structures of bacterial NAPs and

eukaryotic histones differ greatly. The spherical shape of the molecule allows the formation of

crystals with different unit cell parameters and space groups, all of which have extended channels

inside.

Presumably, during in vivo crystallization, DNA can be located inside the channels of DPS

crystals and on the surface of DPS molecules. Unfortunately, it has not yet been possible to

resolve the structure of DPS crystals in which the DNA coordinates would be obtained and the

location of the DNA would be shown. Therefore, in this work, using computer simulation, we

tried to obtain putative molecular structures of DPS clusters and crystals with DNA and make

an attempt to evaluate the advantageous position of DNA in one or another of them. The aim

of this work was to find favorable DNA positions relative to the DPS protein using molecular

dynamics modeling by suitable protocols.

1. Methods

1.1. Building of the Molecular Models

Each subunit of E. coli DPS protein contains 167 amino acid residues. It consists of four long

α-helices parallel to each other and one small α-helix perpendicular to them [5]. The N-terminal

regions of the molecule consist of ordered and disordered parts. The ordered part of each N-

terminus (amino acid residues numbered 14 till 25) can be easily deciphered by X-ray diffraction

analysis [9, 15]. The three-dimensional structure of the disordered part of the N-terminus is not

defined in any structure of the RCSB Protein Data Bank. As shown in our work [38], this is

due to the extreme mobility of these regions of the molecule. N-termini and C-termini provide

connection of DPS monomers in dodecamers, binding of dodecamers between themselves and

with DNA. We have modelled a spatial structure of the DPS protein and its 2D and 3D crystals

on the basis of the crystal structure 6GCM.pdb. Because the file lacks the positions of the flexible

amino acid residues from the unordered part of all the N-termini, we added them using UCSF

Chimera program package [30]. Each N-terminus was modeled separately rather than copying

the same spatial structure for all 12 fragments [38].

Double-stranded linear DNA fragments, containing 24 base pairs, 5’-

AAGTCGACCCTAGAGGATCTTTGT-3’, were used to build the DNA-DPS complexes.

Three-dimensional models of DPS crystals, DNA-DPS clusters and co-crystals were constructed
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in the UCSF Chimera program package. The systems were placed in a periodic box. We

modeled systems both with counterions only and with ions at concentrations corresponding to

physiological concentrations in the E. coli cells [35]. It should be noted that the set of “ions”

in the MARTINI force field is poor and consist not of usual ions, but of charged particles that

imitate hydrated ions. Therefore, here we are only talking about concentrations, not about

the exact ionic composition. Ion names are given according to martini v2.0 ions.itp topology

file. Counterions, namely 48 sodium ions per protein molecule and 46 sodium ions per one

DNA molecule were added to the systems to maintain their electrical neutrality. Then the rest

of the ions were added to the same system to obtain the ion concentration of E. coli cells.

Since DPS crystals are large, the systems were studied in the coarse-grained approximation.

Models were built and verified using the MARTINI 2.1 DNA coarse-grained force field [20, 40].

We used dssp program for protein structure assignment. The Python scripts martinize.py [13]

and martinize-dna.py were used to convert atomistic protein and DNA molecules, respectively,

to MARTINI coarse grain structures and topologies. The topology files contained standard

constraints used in the MARTINI force field to maintain the secondary structure elements such

as α-helices of protein. Elastic Network in Dynamics (elnedyn22 modification) was used for

DNA [29, 40].

Due to the use of large particles when describing water molecules (one “molecule” of water in

MARTINI corresponds to four all-atom water molecules), in the MARTINI force field, even with

correctly selected molecular dynamics protocols, artifact freezing of water in the system is pos-

sible [10]. Depending on the simulation conditions, in the temperature range of 280K–300K [19],

nucleation and freezing of the entire volume of water in the simulation box are observed. For

our systems, we observed this process at 300K. To avoid this, we replaced at least 10% of the

non-polarizable water beads (W) by anti-freeze [19] water beads (WF). The difference between

“antifreeze” water and “ordinary” water is as follows. Non-bonded interactions of MARTINI

particles are described by shifted Lennard-Jones 12-6 potential energy function (1)

ULJ(r) = 4εij

[(
σij
r

)12

−
(
σij
r

)6
]
, (1)

where σij represents the closest distance of approach between two particles i and j, εij is the

strength of their interaction. For most interacting pairs, including pairs with ordinary water

beads, σij = 0.47 nm. For water and antifreeze water interactions, σW−WF = 0.57 nm, that

makes it possible to disturb the lattice packing of the uniformly sized solvent particles. To avoid

phase separating of antifreeze and other water particles, εW−WF = 5.6 kJ/mol vs εW−W =

εWF−WF = 5.0 kJ/mol. Antifreeze water beads are not distinguishable for particles of other

types, because of the same values of σ and ε as for ordinary water.

6GCM crystals contain an extensive network of channels. Three types of mutually orthogonal

channels were found inside the crystal, surrounded (if we consider the cut in a plane perpen-

dicular to the channel) by four DPS molecules: fairly wide channels of the first type (denoted

as x) and narrow channels of the second (y) and the third types (z). Also in the crystal there

are short channels surrounded by three DPS molecules (denoted as 3). It is assumed that the

DNA in the channels is arranged randomly, filling the channels with bends from one channel

to another. In this work, we studied a crystal in which short DNA fragments are packed into

channels of all four types. DNA bends were not considered.

E.V. Tereshkin, K.B. Tereshkina, Yu.F. Krupyanskii

2022, Vol. 9, No. 2 35



We examined both DNA in periodic crystal channels and DPS clusters. Clusters were ob-

tained by cutting out 3 or 4 DPS molecules from the crystal, surrounding a channel. Table 1

informs on the composition of the various DNA and DNA-DPS systems. The DPS dodecamer

contains 4344 coarse-grained particles, the double-stranded DNA molecule (24 base pairs) is

built from 310 particles.

Table 1. The number of coarse-grained particles in simulated systems.

In the Name column, 2D are two-dimensional periodic crystals, 3D are

three-dimensional periodic crystals. Designations in brackets: 3, x, y, z

are the names of the channels (see in the text), c/i – only counterions

are added to the system. The number of molecules for DNA and DPS,

and the number of coarse-grained particles for ions and water are shown.

W – water, WF – antifreeze water

Name DPS DNA NA+ CL− CA2+ W WF

DNA - 1 46 - - 13212 1468

DNA (c/i) - 1 252 208 1 12838 1427

1DPS 1 1 816 740 4 34942 3882

1DPS (c/i) 1 1 94 - - 36252 4028

2DPS (c/i) 2 1 142 - - 94860 10540

3DPS (c/i) 3 1 190 - - 97920 10880

4DPS (x) 4 1 2750 2544 16 124046 13782

4DPS (x, c/i) 4 1 238 - - 128610 14290

4DPS (y, c/i) 4 1 238 - - 115380 12820

2D 4 1 814 584 4 34352 3817

3D (3) 8 1 599 175 3 19227 2136

3D (x) 8 1 599 175 3 19240 2134

3D (x, c/i) 8 1 430 - - 19517 2168

3D (y) 8 1 599 175 3 19282 2142

3D (z) 8 1 599 175 3 19280 2138

1.2. Molecular Dynamics Simulations

Molecular modeling of every system included two stages: classical dynamics simulation and

the search for free energy by the slow-growth thermodynamics integration (TI) method. The

first stage was to obtain stable DNA conformations at the protein surface and in solution.

We followed our earlier established simulation protocols. Energy minimization using steepest

descent algorithm followed by relaxation at constant volume (100 ps) and constant pressure

(100 ps). Then we ran simulations in the NPT ensemble at 300 K and 1 bar controlled by

means of a velocity Langevin thermostat [8] with a time constant of 1 ps and a Parrinello-

Rahman barostat [28] with a time constant of 4 ps, respectively. The barostat provided isotropic

pressure coupling for all systems, with the exception of two-dimensional periodic crystals, for

which the pressure regulation was semi-isotropic. The isothermal compressibility of water was

4.5 ∗ 10−5 bar−1. The fastest degrees of freedom were removed by the parallel linear constraint

solver. A cutoff radii of 1.2 nm was used for Coulombic and van der Waals interactions. The
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integration step was 10 fs, providing trajectories up to 100000000 steps. The dielectric constant

of the medium was equal to 15 for implicit screening. The simulations were carried out with the

Gromacs 5.1 package [11].

Then we performed free energy simulations using TI. We were interested in the free energy

differences between DNA in DNA-DPS clusters and crystals and DNA in solution (2). The bind-

ing free energy, 4G = −4G1, is a work required to transfer a DNA molecule from the solution

(water+ions) into protein-DNA complex and was calculated according the thermodynamic cy-

cle shown in Fig. 1. This cycle can be expanded by other contributions [24, 25]. In Fig. 1 DNA

(24 base pairs) is shown in red. The DPS molecule is shown in blue; instead of a single DPS

molecule, we also considered DPS clusters and crystals. In Fig. 1, 4G = −4G2 is the work

required to remove all the internal nonbonded (Coulombic and van der Waals) interactions of

DNA in DPS cluster or crystal with surroundings. This was achieved by the gradual transforma-

tion of DNA atoms from fully interacting with the environment to completely non-interacting,

which DNA state is designated in the figure as “DNA ghost”. Non-interacting atoms do not

keep unbonded interactions, but completely keep their masses and intramolecular bonded in-

teractions. In this case, we used a series of TI simulations. The work required to transfer the

completely non-interacting DNA from DNA-protein complex to solution, 4G = −4G3. The

term is effectively zero due to volume equality and lack of interaction with the surroundings.

4G = −4G4 is the work required to turn DNA into a non-interacting “ghost” DNA in solution.

To obtain it, we also used a series of TI simulations.

Figure 1. Thermodynamic cycle for the determination of binding free energies for DNA-DPS

cluster. DPS protein is shown in blue, DNA is red. “DNA ghost” is the DNA that is completely

non-interacting with surroundings

44G = 4G1 = 4G4 −4G3 −4G2 (2)
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We chose the slow-growth thermodynamic integration method because it allows us to obtain

DNA binding energies inside DPS crystals without destroying them. It is known that the Hamil-

tonian of the system in the slow-growth method becomes dependent on the coupling parameter,

λ: H=H(p,q;λ), where p and q are momenta and coordinates of the particles, respectively. In

our simulations, Coulomb and Lennard-Jones terms were controlled by λ independently. The

number of coupling parameter values varied to achieve computational efficiency. This will be

described in more detail below. To ensure convergence when particles grow out of nothing, the

regular Lennard-Jones and Coulomb potentials were modified with soft-core potentials [31]. The

soft-core parameter was 0.5, the soft-core λ power was 1, the power of the radial term in the

soft-core equation was 6 as recommended for the MARTINI force field. For each value of the

coupling parameter, energy minimization and equilibrations were performed according to the

protocol described above. The production run was simulated up to 30 ns. The frequency for writ-

ing dH/dλ was 0.1 ps. Bennetts Acceptance Ratio (BAR) method [4] was used for calculating

values of 4G for transformations from two states using the bar module of Gromacs.

2. Results and Discussion

2.1. Free DNA and 1DPS-DNA Clusters

The systems of DNA in solution and DNA bound to single DPS molecule were considered

to develop a protocol for calculating the Gibbs free energy. Using the coupling parameter, we

gradually increased from zero the van der Waals interactions between DNA and the environment

at the electrostatic interactions turned off. When the van der Waals interactions became fully

turned on, we gradually increased the electrostatic interactions. This correspond to4G = −4G4

and 4G = −4G2 calculation. Unless otherwise noted, simulations were made for of DNA

configuration in solution at 30 ns and DNA with protein at 0.2 µs of the classical trajectory.

In Fig. 2a one can see the 4G = −4G4/N depending on the simulation time of the TI tra-

jectory. N = 24 is the number of base pairs of DNA. For computational efficiency, we tried to find

the minimum number of well-chosen values of the coupling parameter N(λ) by testing between

42 and 200 λ values, and trajectory lengths sufficient to estimate the energies. We recalculated

the values of the Gibbs energy every 1 ns starting from the trajectory time of 2 ns to track

the output of the function to a plateau, the points are shown in the figure by triangles (DNA-

solution) or circles (DNA-DPS). Curves with pink triangles (circles) correspond to simulations

with counterions, with blue triangles to simulations with the E. coli cell concentration of ions

(E. coli ions) [35].

DNA in solution and a DNA cluster with one DPS molecule with counterions was considered

as the simplest model. Choosing 4λ=0.01, we simulated 200 trajectories with different values

of λ (blue curve in Fig. 2a). Reducing N(λ) to 42 made it possible to increase the simulation

performance by a factor of 5, while a change in the free energy value of only 1.5% was observed

(brown curve in Fig. 2a). This value −2.2 kJ/mol is less than the statistical error (±3.1 kJ/mol).

It provides sufficient overlap of the phase space. A further decrease in N(λ) is impractical, as

it leads to results that violate the second law of thermodynamics because of undersampling

regardless of the length of the trajectory. Unfortunately, it is difficult to judge the quality of the

obtained data due to the impossibility of obtaining the values of the free energy of solvation of

this DNA by experimental methods. However, the obtained values are in good agreement with

other data on the solvation of nucleic bases [22].
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Figure 2. The change in the Gibbs energy for the transition of DNA from completely non-

interacting to fully interacting with the solution (a) and with one DPS molecule in the solu-

tion (b). The insets show DNA radius of gyration (a) in different systems and the structure of a

DNA cluster with one DPS molecule (b). DNA molecule is shown in red, DPS molecule is blue,

mobile N-termini of DPS (1-20 terminal residues) are green

Simulations of DNA at E. coli ion concentration in solution and with DPS were chosen to

demonstrate how the time of the original classical trajectory may affect free energy calculations.

As starting points for TI, the conformations of the system were taken at two points of the classical

trajectory, namely 30 ns (Fig. 2a black line) and 300 ns (Fig. 2a red line). The difference in free

energy values turned out to be about 5% (−8.25 kJ/mol). As it can be seen from the comparison

of the blue and red curves, a solution with E. coli ions seems to be more energetically favorable

for DNA than a solution with counterions. Inset in Fig. 2a shows that the radius of DNA

gyration practically does not change from λ, regardless of the considered system (free DNA or

DNA-protein).

Figure 2b shows that the value of the Gibbs energy (−4G2) of a DNA cluster with one

DPS molecule (see the structure in the inset) is affected by both the ionic composition and the

adjustment of the ionic and protein environment. A change in the conformation of the protein

may also be important, but verification of this was beyond the scope of this work. The starting

point of preliminary dynamics simulation of DNA-DPS with E. coli ions is clearly insufficient

to obtain acceptable value of the free energy, because the ionic environment does not have time

to accurately rearrange (blue curve in Fig. 2b). The simulation with counterions after 100 ns

dynamics (brown curve) gives a similar value. While the preliminary simulation of the system

with E. coli ions for 1 µs (black curve) brings lower values of the Gibbs energy. Thus, to obtain

Gibbs energies, it is desirable to carry out a preliminary simulation of the dynamics of DNA

in solution for at least 30 ns. As for DNA-protein complexes, a preliminary simulation of at

least 100 ns is required. What about TI, it is desirable to simulate trajectories of at least 15 ns

with N(λ) about 40 for DNA in solution and closer to 30 ns with N(λ) about 50 for DNA in

DNA-DPS complexes.
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2.2. DNA-DPS Clusters and Crystals

Figure 3 shows the difference in Gibbs free energies according to equation (1), i.e. free

energies of DNA-protein binding depending on the simulation time of TI. Average values per

one base pair of DNA are given. Figure 3a shows curves for the systems with counterions, while

Fig. 3b is for the E. coli ions. The structure of the DNA cluster with 1DPS is shown above in

inset of Fig. 2b. The structure of DNA clusters with 2DPS, 3DPS, and 4DPS can be seen in

Fig. 3a. Clusters of DNA-4DPS have three different shapes (denoted x, y, z) due to different

positions of DPS molecules relative to each other. This is described in details in 1.1. DNA

adsorbed on 2D-crystal of DPS and embedded in 3D-crystal are shown in Fig. 3b. In a crystal,

DNA can be located in several directions, which corresponds to clusters with 3 DPS and 4 DPS,

which is also detailed in 1.1. The composition of the systems is given in Tab. 1.

In Fig. 3a, the black curve corresponds to the free energy of DNA binding to one DPS

molecule and becomes close to zero already after 15 ns of simulation and approaches the value

44G = −0.63±2.12 kJ/mol in 26 ns. When clusters are enlarged (by adding DPS molecules),

we obtain even positive values of 44G up to ∼50 kJ/mol per base pair, i.e., such a process

is energetically unfavorable (brown, yellow, orange and red curves in Fig. 3a). However, as

it can be seen from the blue curve, the presence of DNA inside the DPS crystal is favorable

with 44G = −44.12±6.07 kJ/mol. As it was shown in [38], DNA stabilizes DPS crystals due

to the formation of additional interactions in the system (N-terminus of one DPS molecule)-

DNA-(another DPS molecule). The black curve in Fig. 3b (DNA cluster with 1DPS) lies in

the negative region. That is, in the presence of ions, the formation of such a cluster becomes

advantageous with44G = −7.21±1.32 kJ/mol. Slightly less favorable is the adsorption of DNA

on a 2D-crystals of DPS (light green curve in Fig. 3b), 44G = −4.77±1.36 kJ/mol. It should

be noted that during the formation of a cluster with one DPS molecule, only one N-terminus

is involved in DNA binding. While DNA adsorption on the crystal surface, several N-termini

are involved (green DPS regions in the insets). Channels bordered by three DPS molecules

(green curve in Fig. 3b), as well as clusters of three DPS molecules, are unfavorable for DNA

(44G 15kJ/mol). Presumably, these channels cannot serve as the main “warehouses” of DNA,

but possibly can serve for DNA as transition regions of crystals between other channels. The

presence of ions favors the growth of clusters (orange line in Fig. 3b). Binding free energy of DNA

with 4 molecules of DPS is 44G = −23.76±4.39 kJ/mol. The binding free energies of DNA in

the main (blue line in Fig. 3b) and additional (blue and purple lines) channels of DPS 6GCM

protein crystals are negative and equal, respectively, 44G = −11.82±5.2 kJ/mol, −16.7±4.29

kJ/mol, and −23.96±4.63 kJ/mol. Nevertheless, these values are lower by absolute value than

for DNA in the presence of counterions given above. Thus, the formation of DNA-DPS clusters

is more favorable and possible in the presence of ions, while the retention of DNA in a bound

state is more favorable at low ionic strength.

Conclusions

In this work, we have studied the binding free energies of DNA with the DPS protein in

different clusters and channels of 6PCM.pdb crystals of Escherichia coli DPS protein. In order to

obtain acceptable values of free energy when simulating in GROMACS 5.1 with the MARTINI

force field, two-stage simulations were carried out. At the first stage, we simulated the dynamics

on trajectories up to 0.2 µs (up to 1 µs for a DNA cluster with one DPS molecule). It was
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Figure 3. Binding Gibbs free energies of DNA (per base pair) in DNA-DPS complexes and

crystals for simulation with counterions (a) and normal concentration of ions in E. coli cells (b).

The insets show the structure of DNA-DPS clusters and crystals. DNA molecules are shown in

red, DPS molecules are blue, mobile N-termini are green

shown, that the trajectories for simulation of DNA dynamics ∼30 ns are quite enough, while for

DNA-DPS complexes should be not less than 0.1 µs and longer depending on the system. Even

for already formed DNA-DPS complexes, it is important to wait for the complete adjustment

of the ionic environment, which requires rather long trajectories for such systems. Subsequent

simulations by slow-growth thermodynamic integration method can be performed for DNA at
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∼40 points of the binding parameter. For computer-efficient calculation of the free energies of

binding of DNA in DNA-DPS complexes (clusters and crystals), it seems optimal to choose ∼50

points of the binding parameter. It has been shown that a solution with an ion concentration

corresponding to that in the E. coli cells may be more favorable for DNA binding into DNA-

protein clusters, while a solution with low ionic strength may be more optimal for co-crystals.
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