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The huge number of hardware and software components, together with a large number of

parameters affecting the performance of each parallel application, makes ensuring the efficiency

of a large scale supercomputer extremely difficult. In this situation, all basic parameters of the

supercomputer should be constantly monitored, as well as many decisions about its functioning

should be made by special software automatically. In this paper we describe the tight connection

between complexity of modern large high performance computing systems and special techniques

and tools required to ensure their efficiency in practice. The main subsystems of the developed

complex (Octoshell, DiMMoN, Octotron, JobDigest, and an expert software system to bring fine

analytics on parallel applications and the entire supercomputer to users and sysadmins) are actively

operated on the large supercomputer systems at Lomonosov Moscow State University. A brief

description of the architecture of Lomonosov-2 supercomputer is presented, and questions showing

both a wide variety of emerging complex issues and the need for an integrated approach to solving

the problem of effectively supporting large supercomputer systems are discussed.
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Introduction

From the very beginning of the appearance of the first computers, there were always large

computing systems at Lomonosov Moscow State University. The first domestic mass-production

computer Strela [1] was installed at the Computing Center of Moscow State University in 1956.

Basic parameters of the machine were: 500 µs cycle time, performance of 2 thousand operations

per second, 300 square meters of footprint area, power consumption of 150 kW. After Strela,

there were several dozens of systems in the computer fleet of the Computing Center with various

architectures, including self-developed machines based on the ternary number system.

In 1999, the first computing cluster was deployed, consisting of 12 dual-processor compute

nodes connected by a fast SCI network, with a peak performance of 12 GFlops. This cluster

marked the beginning of a new stage in the development of the computing resources of Moscow

University, based on the active use of parallel computing technologies. These are new technologies

that are more difficult to use than the conventional sequential approach, but parallel computing

is a serious modern trend with enormous potential which is used in modern computers and will

be used in all future computing systems.

In 2009, the first petaflops range supercomputer Lomonosov [2] produced by the T-Platforms

company was installed at MSU. The supercomputer was built in several stages, and its final con-

figuration has the following parameters: 12346 multi-core Intel processors, 2130 NVIDIA Tesla

X2070/2090 graphics processors, 92 TB of RAM, QDR Infiniband as the primary intercon-

nect, parallel data storage system, power consumption of 2.6 MW. The peak performance of

the supercomputer is 1.7 PFlops, performance on the Linpack test — 901 TFlops. This is an
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exceptionally large system, which requires about 1000 square meters (including the engineer-

ing infrastructure), serving hundreds of users from different organizations that solve tasks from

various areas.

The huge number of hardware and software components, together with a large number

of parameters affecting the performance of each application, makes ensuring the efficiency of

the Lomonosov supercomputer extremely difficult. In this situation, all the basic parameters of

the supercomputer should be constantly monitored, and many decisions about its functioning

should be made by special means automatically. And this is not a unique feature of this particular

supercomputer: an increase in the degree of parallelism and grow of complexity are objective

trends of all high-performance computing systems [3]. To confirm, it is enough to analyze the

list of the Top500 most powerful supercomputers in the world [4]. In practice, this fact cannot

be ignored; otherwise, the efficiency of systems of this scale will be negligible. This was the

reason, together with the advent of the supercomputer Lomonosov, to start research aimed at

developing technologies to ensure the quality of large supercomputer systems at the Research

Computing Center of Moscow State University.

The appearance of Lomonosov-2 supercomputer at MSU fully confirmed this decision. In

this paper we would like to describe the tight connection between complexity of modern large

high performance computing systems and special techniques and tools required to ensure their

efficiency in practice. Further in the paper, Section 1 will be devoted to a brief description of the

architecture of Lomonosov-2 supercomputer. In Section 2, we discuss questions showing both

a wide variety of emerging complex issues and the need for an integrated approach to solving

the problem of effectively supporting large supercomputer systems. Conclusion summarizes the

study.

1. Lomonosov-2 Supercomputer

The first stage of Lomonosov-2 supercomputer was installed at Lomonosov Moscow State

University in 2014. This system was also created by the T-Platforms company and had four

stages in its development:

1. Year 2014, May: Intel Xeon E5-2680v2 10C 2.8GHz, NVIDIA K40s, 6400 cores, Infiniband

FDR, peak performance 423 TFlops.

2. Year 2014, October: Intel Xeon E5-2697v3 14C 2.6GHz, NVIDIA K40s, 37120 cores, Infini-

band FDR, peak performance 2.575 PFlops.

3. Year 2016, May: Intel Xeon E5-2697v3 14C 2.6GHz, NVIDIA K40s, 42688 cores, Infiniband

FDR, peak performance 2.962 PFlops.

4. Year 2018, April: Intel Xeon E5-2697v3 14C 2.6GHz, NVIDIA K40s, Intel Xeon Gold 6126

12C, 2.6 GHz, NVIDIA P100, 64384 cores, Infiniband FDR, peak performance 4.946 PFlops.

5. Year 2019, June: data storage upgrade by 2.5 PBytes up to 3 Pbytes.

Since its inception in 2014, Lomonosov-2 has been included in the global Top500 ranking

with the highest position #22 in November of 2014. Since spring of 2015, Lomonosov-2 steadily

has been ranking #1 in the Top50 of the most powerful CIS supercomputers [5], thus confirming

its leading position in the Russian supercomputer industry.
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1.1. System Overview

Today Lomonosov-2 contains 1679 compute nodes in 7 racks (logically divided into three

partitions “Compute”, “Pascal” and “Test”), 6 management nodes, 10 service nodes, 14 dis-

tributed file system servers and 2 storage system appliances. Each compute node is an A-Class

solution by the T-Platforms company. There are 7 T-Platforms A-Class racks, 6 of them are

fully equipped with 256 compute nodes, and the 7th rack is partially equipped with 160 compute

nodes. Infiniband and Ethernet switch systems are also installed in the A-Class system rack. All

equipment in these racks excluding PSUs are liquid-cooled by hot water (up to 45 degrees Cel-

sius inlet temperature) to provide better energy efficiency. Key parameters of the Lomonosov-2

system are presented in Tab. 1.

Table 1. Lomonosov-2 supercomputer features
XXXXXXXXXXXXXPartition

Feature
Compute / Test Pascal

Nodes 1487 / 32 160
X86 cores 20818 / 448 1920
GPUs 1487 / 32 320
Memory per node 64 GB 96 GB
GPU memory 11.56 GB 16.3 GB
GPU model NVidia Tesla K40s NVidia Tesla P100
CPU model Intel Haswell-EP E5-2697v3, Intel Xeon Gold 6126, 2.6 GHz

2.6 GHz

All compute nodes of the Compute and Test partitions have the same configuration described

in Tab. 1. One rack contains up to 256 compute nodes (grouped by four on the one assembly

with a single coldplate) organized into 8 pools, 2 assemblies of management node, Ethernet

switch and auxiliary network Infiniband switch. Each pool contains up to 32 compute nodes

(in the 8 assemblies), four 36 ports FDR Infiniband switch systems for communication network

connectivity, up to 2 Ethernet switches and one FDR Infiniband switch system to provide

auxiliary network connectivity. Compute nodes are connected to the switches via backplane

without extra cables.

Compute nodes of the Pascal partition have the same form-factor but they are equipped

slightly differently: each node of the partition has 96 GB memory, one Intel Xeon Gold 6126

processor with 12 physical cores and two NVIDIA P100 GPUs.

Mellanox dual-ports ConnectIB-based network module is installed in each compute node as

well as the Gigabit Ethernet controller. There are two independent FDR Infiniband networks:

communication network for MPI-like exchanges and auxiliary network for I/O operations for

Lustre file system.

The communication network is used for MPI communications. Only compute nodes are con-

nected to this network. The network is implemented using 36 ports FDR Infiniband switches

which are installed in the A-Class racks. These switches are connected using the flattened but-

terfly topology 4 × 8 × 8, which allows to extend up to 4D flattened butterfly 4 × 8 × 8 × 8.

This topology was chosen for the system after different topologies simulation based on the re-

quirement for extending the cluster up to 16K compute nodes. Each switch has 8 internal ports

connected to the backplane for compute nodes connections and 28 external FDR Infiniband

ports for switch-to-switch connectivity.
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Management and Service network is based on the 10G/1G Ethernet protocols and used

for compute nodes boot, job scheduling, monitoring and remote control. Additionally, Panasas

storage system is accessible via the management network.

1.2. System Software and Programming Systems

The operating system of Lomonosov-2 is Centos-7. The only additions are Mellanox Infini-

band drivers, Panasas drivers and Lustre drivers. Lomonosov-2 uses xCAT to control all boot

images for all nodes and power control via IPMI.

Several OpenMPI versions are available (1.8.4, 1.10.7 and 2.1.1), as well as other MPI

implementations, but only OpenMPI supports the flattened butterfly topology of the Infiniband

network. Compiling can be done with GNU GCC/GFortran 4.8.5 or Intel Compiler. Intel MPI

is not officially supported due to lack of support for the flattened butterfly topology.

For GPU utilization, CUDA versions 5.5, 6.5 and 8.0 are installed. Jobs control on

Lomonosov-2 is secured by SLURM 15.08.1 [6] and the GLURMO custom job scheduler. Sys-

tem statistics are collected by collectd and nmond monitoring systems and then processed by

Octotron [7] (anomaly detection). Data about actually compiled and used applications and com-

putational packages are collected by XALT software [8].

A wide variety of preinstalled packages are available for users: abinit, espresso, lammps,

namd, nwchem, vasp, cp2k, gromacs, magma, etc. Most packages are compiled with CUDA

support, all of them support MPI. Intel MKL is available for users to improve performance of

their applications.

Lmod [9] compatible with Environment modules was used to control environments for dif-

ferent versions of software.

User access to the supercomputer via ssh and sftp is possible using key-based authentication

only. For users management and troubleshooting, Octoshell [10] system is actively used.

Table 2 sums up the software configuration of Lomonosov-2 supercomputer.

2. Lomonosov-2 Supercomputer and Efficiency Issues

As in any large supercomputer system with hundreds of users, there are a lot of components

in Lomonosov-2 that affect the efficiency (in a broad sense) of its work, and the state of the

components must be carefully controlled. Here are just some of them:

• hardware components (∼25000 units);

• software components (∼100 units);

• applications (600);

• partitions (10);

• projects (400);

• licenses (100);

• users (2500);

• organizations (300);

• queues (15);

• statuses (20);

• quotas (30);

• jobs (1000 per day). . .
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Table 2. Lomonosov-2 basic software components

Component Software

Access Node OS CentOS 7.1

Compute Node OS CentOS 7.1

Home Filesystem Panasas

Scratch Filesystem Lustre 2.11

Compilers Intel Compilers (C,C++,Fortran) 15.0;

GCC Compilers (C,C++,Fortran) 4.8.5;

CUDA 5.5; CUDA 6.5; CUDA 8.0

MPI OpenMPI 1.8.4; OpenMPI 1.10.7; OpenMPI 2.1.1

Libraries Intel MKL 2019.2

Resource Manager Slurm 15.08.1

Job Scheduler GLURMO

Cluster Manager Octoshell 2

Monitoring and Analysis Tools Collectd, nmond, Tentaviz, Octotron, XALT,

DiMMoN

Packages, Libraries, Applications Abinit, Amber, AmberTools, Athena, Charm++,

CP2K, CRYSTAL-17, DL POLY, Firefly (PC-GAMESS),

Flow Vision, FMMLIB3D, Gmsh, Gromacs, Lammps,

Magma, Materials Studio, Matlab, Molpro, Namd,

netCFD, NWChem, Octave, OpenFOAM, Quantum

Espresso, Rosetta, Schrodinger, SPILADY,

Turbomole, VASP, WIEN2k, WRF. . .

Analyzing this list, it is necessary to take into account an important feature: there are

not only many different types of components in a supercomputer, but the number of different

entities within each type varies from tens of units to tens and hundreds of thousands. We already

mentioned earlier a large number of components in supercomputers, and here this property

becomes obvious: the numbers of entities for Lomonosov-2 are shown in brackets, and the state

of each entity of each component must be controlled to ensure the supercomputer as a whole

works effectively.

It may seem that some positions of this list are obvious and their processing is simple, but

the guarantee of the effectiveness of a supercomputer requires not only maximum details, but

also constant monitoring of changes in their state. Let us consider “licenses” and other issues

related to software. For each package, library, and tool we have to keep and track all necessary

details to ensure ready-to-use status for each software component:

• title and version;

• license current status;

• contacts on license;

• contacts on technical support;

• license key, license activation code;

• license expiration date;

• support termination date;

• restrictions and limitations of the license;

• license update cost, support update cost;
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• path to the package, home directory;

• description of installation and fine tuning procedures, basic parameters in use;

• description of testing and checking procedures after upgrades;

• path to reference guides and users manuals;

• person responsible for installation and upgrades;

• contacts of local experts on the software;

• users, projects and organizations who are eligible to use the software.

If the license is not updated on time, or the necessary budget for software update for the

next year is not allocated, or the new version of the package has not been tested by an expert

in this field, then the efficiency of users, and, consequently, of the supercomputer center as a

whole, decreases.

Constant control of the state of each component should be designed in such a way that at

any moment it would be possible to find answers to the whole set of questions concerning the

efficiency of the supercomputer. To give a feeling of a huge variety of issues that are important

to control a status of a supercomputer, we give only a few examples of questions:

• What is a distribution of CPU hours consumed by different software packages for the last

year? (Should we spend money for the package X next year?)

• What is average intensity of Infiniband interconnect usage for different partitions? (How

large should Infiniband island be in future configurations of supercomputers?)

• How many nodes/cards/disks/cables fail every month?

• How often has Infiniband re-sent packages for the last week?

• How often does LoadAVG exceed number of cores on computing nodes?

• What is a min/max/average level of cache misses for applications of a particular user?

• What is the distribution of waiting time in queues?

• How does LoadAVG behave in my application during execution?

• Who are 5% of the most inefficient applications/users? (regarding CPU load, or LoadAVG,

or cache misses, or. . . )

• What software packages consume 80% of supercomputer time?

• What software components being used in the supercomputer center run with efficiency less

than 10%?

• What projects of the supercomputer center use Gromacs with minimal efficiency?

• What is the Top10 list of projects with the lowest CPU load?

• What is the variation in the efficiency of the supercomputer among all the projects when

using the Lammps package?

• What is the Top5 list of projects of the supercomputer center by the total amount of

consumed CPU hours which do not use the Infiniband interconnect network for MPI-

communications?

• What is the total amount of CPU hours consumed by projects of the supercomputer center

with highly intensive usage of the fast Infiniband interconnect network?

• What is the Top10 list of users by the maximum number of jobs with abnormal behavior?

There are indeed many questions that arise, since all the components mentioned above need

to be considered in close relationship with each other. To guarantee complete control over the

operation of supercomputers and prompt responses to all such questions, a set of tools has been

developed in the RCC MSU. The main subsystems of the complex are:

• Octoshell — HPC center management system [10];
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• DiMMoN — a system for deep monitoring of supercomputer parameters [11];

• Octotron — a system to ensure reliable and autonomous functioning of supercomputers [7];

• JobDigest — a visual tool to analyze the dynamic characteristics of parallel applica-

tions [12];

• an expert software system to bring fine analytics on parallel applications and the entire

supercomputer to users and sysadmins [13, 14].

The subsystems of the complex are actively used on Lomonosov-2 supercomputer, providing

operational data for users and administrators of the supercomputer center [15].

Conclusion

The main objective of this paper is to show the strong correlation between the high complex-

ity of large scale HPC systems and their proper support. There are thousands of components in

modern supercomputers that affect the efficiency of parallel applications, and therefore they all

require constant deep monitoring. The increasing complexity of computer architecture and the

growth of the degree of parallelism are characteristic features that are typical for all, without ex-

ception, modern large supercomputer systems. This fact must necessarily be taken into account

in any supercomputer center, otherwise its productivity will be in doubt. A set of advanced soft-

ware tools aimed at solving this problem was developed at MSU Research Computing Center,

and the first experience of its use on Lomonosov-2 supercomputer showed both the correctness

of the proposed approach and the need to continue and expand work in this direction in the

future.
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