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Physically meaningful simulations in plasma physics and astrophysics need powerful hybrid

supercomputers equipped with computation accelerators. The development of parallel numerical

codes for such supercomputers is a complex scientific problem. In order to solve it the concept of co-

design is employed. The co-design is defined as considering the architecture of the supercomputer

at all stages of the development of the code. The use of co-design is shown by the example of

two physical problems: the interaction of an electron beam with plasma and the collision of

galaxies. The efficiency is 92 % with 500 Tesla GPUs at the Lomonosov supercomputer. The test

computation involved 160 million of model particles.

Keywords: Co-design, hybrid supercomputers, Particle-In-Cell method, Godunov method,

GPU.

Introduction

The main question in plasma simulation is the correct computation of the interaction of

plasma particles with the waves in plasma. The waves are the basis of plasma instabilities. The

correct simulation of plasma instabilities requires at least 16 grid nodes at the Debye length.

The number of model particles cannot be small (less than 100 per cell). The simulations with

small number of particles lead to poor quality results in well-known physical situations and to

the lack of understanding in the new physical problems [1]. Moreover, the simulation of plasma

instabilities is essentially a 3D probem.

The particular physical problem is the simulation of Langmuir waves excitation by the

relativistic electron beam with plasma. One must notice that the simulation of the beam-plasma

interaction is important for a lot of other plasma physics problems.

Beam-plasma interaction plays an important role in various physical phenomena, such as

the transport of relativistic electrons in fast ignition scheme within inertial fusion, the gamma-

bursts, solar radio bursts of II and III type, also in formation of collisionless shock waves in

space plasma (see review [2] and references therein). Moreover, the collective processes in the

beam-plasma system derermine the efficiency of turbulent plasma heating [3, 4] and also of

electromagnetic radiation generation [5–8] in mirror traps.

The movement of galaxies in dense clusters turns the collisions of galaxies into an important

evolutionary factor, because during the Hubble time an ordinary galaxy may suffer up to 10

collisions with the galaxies of its cluster. Observational and theoretical study of interacting

galaxies is an indispensable method for studying their properties and evolution.

One of the most important computational problems within the study of galaxies is the ratio

of the characteristics lengths. The size of a galaxy is 104 parsec, and the size of a star is about

10−7 parsec. Thus the solution of such problems requires the supercomputers from the top part

of the Top500 list. Two of the first three (five of the first ten) supercomputers are equipped
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with computation accelerators (either Nvidia GPUs of Intel Xeon Phi) in the most recent (June

2014) Top500 list.

The first Exaflops supercomputer will be most likely built on the basis of some computation

accelerators. At present there are already codes for plasma physics adopted for both GPUs and

Intel Xeon Phi accelerators [10, 11]. Still, the design of the codes for the hybrid supercomputers

(i.e. the supercomputers equipped with accelerators) is not just a technical question. On the

contrary, it is a complex scientific problem. The problem requires co-design of the algorithms

at all stages of the solution of the problem from the physical statement of the problem to the

software development tools. Within the numerical simulation context co-design is the design of

physical and mathematical model, of the numerical method, of the parallel algorithm and of the

implementation using the architecure of the hybrid supercomputer efficiently.

The need for top supercomputers in plasma physics exist because of the recent trend of

using more precise models instead of simplified ones such as hydrodynamical. The more precise

models are based on the Vlasov equation. The Vlasov equation is solved either by the explicit

numerical methods in the 6D space of by the Particle-In-Cell (PIC) method [12]. If the PIC

method is used then the quantitatively correct physical result may be obtained only with the

large number of model particles(from 1 to 10 thousands per cell).

The simulations were conducted of the relativistic electron beam interacting with plasma

[32]. These simulations resulted in the correct value of the two-stream instability increment. In

order to obtain the correct value the number of model particles was increased up to 1000 per

cell. The number of grid nodes is 120× 4× 4, domain size is 1.2 (in non-dimensional units). The

solution time is about 3 days with 256 Intel Xeon cores (64 4-core Intel Xeon processors). The full

3D simulation will need at least 100 nodes in both transverse dimensions and several times more

nodes in the longitudinal dimension keeping the number of model particles per cell, resulting

in hundreds of millions of model particles as a whole. It means the increase of computational

workload in several thousand times. Let us use 5000. Thus, in order to keep the wallclock time

of the simulation (3 days) one has to use 256 × 5000=1.2 million cores!!! It is the size of the

IBM BlueGene/Q, the present number 3. But since it is just one single simulation of at least 10

usually needed to solve a physical problem, it is strongly necessary to do such simulations with

lower number of processors and less electric power. That is why using hybrid supercomputers

for plasma simulation is inevitable. This requires co-design of the parallel algorithms.

In recent two decades two approaches are being mainly used for the solution of non-

stationary 3D astrophysical problems. First, it is the Lagrangian approach mainly represented

by SPH method [13, 14] (Smoothed Particle Hydrodynamics) and Eulerian approach with adap-

tive meshes, or AMR [15] (Adaptive Mesh Refinement). Within the Lagrangian approach the

following codes were developed: Hydra [16], Gasoline [17], GrapeSPH [18], GADGET [19] on

the basis on SPH method. Within Eulerian approach the following codes were developed: NIR-

VANA [20], FLASH [21], ZEUS [22], ENZO [15], RAMSES [23], ART [24], Athena [25], Pencil

Code [26], Heracles [27], Orion [28], Pluto [29], CASTRO [30], GAMER [31].

The statement of the problem for the galactic objects dynamics is the solution of the equation

of the gravitational magnetic gas dynamics for the gas component considering magnetic field

and self-gravity and also the solution of the N-body problem for the collisionless component. It is

well-known that the N-body problem is hard to solve with supercomputers especially with hybrid

architecture. Thus it is necessary to find a method to describe the collisionless component, the

method being suitable for efficient parallel implementation. In [33] such a model was developed
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on the basis of the first moment of the Boltzmann equation. Such an approach makes it possible

to use the same numerical algorithm [34] for the solution of magnetic gas dynamics equations,

and also for the solution of the first moments of the Boltzmann equation [35]. This approach

was efficiently implemented for two types of hybrid supercomputers: for the supercomputer with

GPUs [35], and the supercomputer with Intel Xeon Phi accelerators [11].

1. Co-design of parallel numerical methods

The essence of co-design is the analysis of the efficiency of the parallel implementation at

all stages of the development of the algorithm. The stages are the following:

• Physical consideration of the model

• Mathematical statement of the problem: differential equations

• Numerical method

• Parallel algorithm

• Architecture of the supercomputer

• Parallel programming tools

1.1. Co-design of parallel numerical methods for plasma physics

In the present case co-design begins at the stage of the physical consideration of the problem.

It is known from experiment that the plasma density modulation cannot exceed 300 %. It means

that the number of model particles cannot be increased without a limit. Thus there is no need

for dynamic load balancing, and the absence of dynamic balancing improves the reliability and

efficiency of the parallel implementation.

At the stage of the numerical method design the field evaluation method was chosen that is

built on the basis of Faraday and Ampere laws. In such a way there is no need to solve Poisson

equation. Instead, the equations that represent the Faraday and Ampere laws in the numerical

form are solved by the Langdon-Lasinski scheme. This results in the field solver with virtually

unlimited scalability.

At the stage of supercomputer architecture selection the PIC method details are taken into

account. In order to evaluate the new values of position and impulse of a particle it is necessary

to know the values of electric and magnetic fields at the present position of the particle. Each

of the three components of both electric and magnetic field is stored in a separate 3D array. In

such a way six 3D arrays are accessed at each time step for each particle. Since the particles are

situated randomly in the domain, the access to the arrays is also unordered. It means that the use

of the cache memory can not reduce the computation time. If a part of the field array was fetched

to the cache in the process of computation of the particle movement, it would be impossible to

use this part of the field array for the computation with the next particle, because it is (most

likely) situated in a completely different part of the subdomain. Since the cache memory can

not store all the six arrays for fields, one has to access the RAM (Random Access Memory) for

computation of the particle movement. And since the performance of the processor is usually

limited by the memory bandwidth, it is the memory bandwidth that determines the speed of

the computation with particles and the performance of the program as a whole (particles take

from 60 % to 90 % of the total time ). This fact determines the transition to the supercomputers

equipped with GPUs because CUDA has a lot of tools to accelerate memory use for the PIC

method.
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At the stage selection of software design tools is the folowing. For the PIC method with a very

big number of independently processed elements (the model particles) the use of CUDA tech-

nology is very efficient. Other parallel technologies for hybrid supercomputers such as OpenCL,

OpenMP, OpenACC could be also used but it is CUDA that gives the possibility to use the

highest number of parallel processes and to get the highest performance.

The last stage of co-design is the adoptation of the algorithm to the GPU architecture.

The traditional PIC method implementation (all the particles stored in one very big array) is

unacceptable for GPUs because it prevents the use of the advantages of GPU memory. Thus

the particles are distributed between the cells and the computation is conducted as follows: one

block of threads for one cell.

1.2. Co-design of parallel numerical methods for astrophysics

In the design of astrophysics models we shall follow the idea of co-design that means the

design of parallel numerical technologies considering all the aspects of parallelism. For example,

in [33] a new approach was proposed for the simulation of the collisionless component of the

galaxies. The approach is based on the first moments of the collisionless Boltzmann equation.

This approach has some limitations if it is necessary to trace a single particle and not a group of

particles (for example, in the study of planet formation). But for the simulation of interacting

galaxies this approach was successfully tested [35]. As it was already said in the introduction,

the statement of the problem for the galactic objects dynamics is the solution of the equation

of the gravitational magnetic gas dynamics for the gas component considering magnetic field

and self-gravity and also the solution of the equations for the first moments of the collisionless

Boltzmann equations. During the last two decades for the solution of non-stationary 3D problems

Figure 1. Domain decomposition for GPU-based supercomputers

two approaches are mostly used from the wide range of gas dynamics methods. This is the

Lagrangian approach mostly represented by the SPH method and Eulerian approach with the

use of adaptive meshes or AMR. The main weak point of SPH is the bad simulation of high

gradients and discontinuities, suppression of instabilities, difficult choice of the smoothing kernel

and the need for artificial viscosity. A large standalone problem is the local entropy decrease in

the SPH method. The main weak point of the mesh-based methods is the non-invariance with

respect to rotation, or Galilean non-invariance. This invariance appears because of the mesh.

But this problem can be solved by means of the various approaches to the design of numerical

schemes [9]. One of the common weak points of both Lagragian and Eulerian approaches is

the lack of scalability. In recent time the mixed Lagrangian-Eulerian methods are employed

for the solution of astrophysical problems. These methods combine the advantages of both

Lagrangian and Eulerian approaches. For a number of years the authors have been developing
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the Lagrangian-Eulerian approach on the basis of the combination of the Fluid-In-Cells method

and Godunov method [9, 11, 34, 35]. The system of gas dynamics equations is solved in two

stages. During the first, Eulerian stage, the system is solved without the advection terms. During

the second, Lagrangian stage, the advection is taken into account. The separation into two stages

facilitates the elimination of the Galilean non-invariance. The use of Godunov method at the

Eulerian stage enables the correct simulation of discontinuos solutions.

Figure 2. Domain decomposition for Xeon Phi-based supercomputers

The use of uniform Cartesian grids makes it possible to choose an arbitrary Cartesian

domain decomposition. In fig. 1 and fig. 2 the two ways of the domain decomposition for hybrid

supercomputers are given: for the GPU-based supercomputer (fig. 1) and for the supercomputer

equipped with Intel Xeon Phi (fig. 2).

2. Speedup and efficiency

2.1. Co-design for astrophysics: the codes GPUPEGAS and AstroPhi

Figure 3. Speedup of the GPUPEGAS code within a single GPU

The use of such domain decomposition enables the most efficient use of the computational

accelerators. In fig. 3 and fig. 4 the speedup is given with the single GPU (fig. 3) and a single

Intel Xeon Phi accelerator (fig. 4) in the different modes.

With the use of 60 GPUs and 32 Intel Xeon Phi accelerators the parallel efficiency exceeded

95 %. The wallclock time for the AstroPhi code is the following: 1 Xeon core 10,664 sec., 1 Xeon

Phi core in offload mode 81,708 sec. (same as native mode), 60 Xeon Phi cores in offload mode

2,960 sec. (28 times speedup), 60 Xeon Phi cores in native mode 1,547 sec. (53 times speedup).

For the GPUPEGAS code 1 Xeon core 10,664 sec., 1 GPU core 14,575 sec., 256 GPU cores

0,265 sec. ( 55 times speedup).
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Figure 4. Speedup of the AstroPhi code within a single Intel Xeon Phi

2.2. Co-design for plasma physics: the code for beam-plasma interaction

simulation

The use of co-design for the development of the PIC code for plasma simulation resulted

in the 42 times speedup with Nvidia Kepler. Speedup here is given with respect to 4-core Intel

Xeon processor (all 4 cores employed). The efficiency of the program measured with MVS-100K

is over 60 % with up to 2048 Intel Xeon cores (in the figure they are called processors since here

each core acts as a stanalone processor, from the MPI point of view). It is shown in fig. 5.

Figure 5. Parallelization efficiency measured with cluster named MVS-100K, Joint Supercom-

puter Centre of the RAS. The grid size along Y and Z is 64 nodes, grid size along X is equal to

the number of processors, 150 particles per cell for all the cases.

The parallel program was developed primarily for the simulation of beam interaction with

plasma on large computational grids and with large numbers of particles. It is interesting to

know, what will the worktime be for a larger problem. For example, if there is a small problem

solved with a small computer in some time, is it possible to solve a larger problem with a larger

computer in the same time? Or will the time be larger? How much? That is why parallelization

efficiency was computed in the following way.

k =
T2

T1
× 100% (1)

here T1 - is the computation time with N1 processors, T2 is the computation time with N2

processors. Here the workload of a single processor is constant. This definition of efficiency is

inversely proportional to the standard weak scale efficiency, but the above efficiency definition is

better since it clearly shows how the things get worse with a lot of processors (with weak scale

efficiency one notices that the plot stops growing, but the values are still high, so it seems to be
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good, though it is not). In the ideal case the computation time must remain the same (the ideal

k = 100%).

Figure 6. Computation time for the cluster with Kepler K40 GPUs. Here the size of the solved

problem is constant and the workload of a single GPU (the number of particles per one GPU)

is decreased with the increase of the number of GPUs

Also the speedup was measured for two clusters equipped with GPUs: first cluster with

Tesla M2090 and the second with Kepler K40. A single timestep is computed in 34 ms with

one Kepler K40 and 17.5 ms with 12 Kepler K40 GPUs (same grid size, model particles are

distributed between GPUs), the speedup is shown in fig. 6. Parallel efficiency is over 90 %.

2.2.1. Efficiency for large number of GPUs

The behaviour of the code with large number of GPUs is of special interest. Due to this

reason the special perfomance tests were conducted with the hybrid part of the Lomonosov

supercomputer. First, the speedup was measured fig. 7. The speedup is relatively small because

of the small number of model particles, still one can see that the plot has not reached saturation

and is growing. It means that the problems of bigger size will be accelerated more effectively,

with higher speedup. At the Lomonosov supercomputer with one Tesla GPU a single timestep

Figure 7. Speedup measured with the Lomonosov supercomputer.Here the size of the solved

problem is constant and the workload of a single GPU (the number of particles per one GPU)

is decreased with the increase of the number of GPUs

is computed (without communications) in 109 ms.
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Now let us turn to the efficiency for the large number of GPUs (that is, up to 500), fig. 8.

Here the number of model particles per one GPU (the workload of a GPU) is constant. It means

that the size of the whole problem is growing with the number of GPUs. The sense of the test

is to show what is the communication overhead for computations with large number of GPUs.

Here, is there is no overhead at all and with 100 GPUs a 100 times bigger problem is solved in

exactly the same time, the efficiency is 100 %. If the overhead is big, and with large number of

GPUs most time is spent for communications then the efficiency will be low.

The efficiency in fig. 8 means that the time spent for a timestep does not change significantly

with the number of GPUs. The preparation times such as initialization time, the time for copying

the data to GPUs is not considered here. This is because in the real computation which lasts

tens of thousands of timesteps all the preparation times will play no role, they will be very low

in comparison with total time.

Let us remind that the workload of a single GPU (number of model particles) here is con-

stant. The only communication between the GPUs is just the summation of currents: every GPU

evaluates the current in the whole domain only with the particles residing on the GPU, after

that one has to sum all the partial currents through all the GPUs. Thus only one MPI Allreduce

operation is performed per timestep and nothing more. Such a small number of MPI opera-

tions is because of co-design of the parallel algorithm.One must also notice that the average

MPI Allreduce time measured with Intel Trace Analyzer & Collector does not change signifi-

cantly with the number of GPUs (at least up to 500): for 10 GPUs the MPI Allreduce time was

29 ms and for 500 just 41 ms. And this is not because of co-design but because of the Lomonosov

hardware and MPI installation.

This result is important not only as a performance test. Each GPU computed the motion of

320000 model particles, it means 160 million model particles as a whole. In such a way the code

is really capable of doing physically meaningful simulations (as mentioned in the Introduction)

with the Lomonosov supercomputer.

Figure 8. Parallelization efficiency measured with the Lomonosov supercomputer.

3. Simulation results

Finally let us consider the results of the two computational experiments in fig. 9 showing

the simlation of the collision of two galaxies according to the described two-phase model. The

details of the problem statement and simulation results can be found in [35].
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Figure 9. The runaway of galaxies after the central collision

4. Conclusion

The development of the efficient software for the hybrid supercomputers is a standalone

complex scientific problem that requires the use of co-design at all stages from the physical

statement of the problem to the software development tools. Within the numerical simulation

context co-design is the design of physical and mathematical model, of the numerical method,

of the parallel algorithm and of the implementation using the architecure of the hybrid super-

computer efficiently.

The use of co-design for the code for beam-plasma interaction simulation gives hope that

the full 3D computations will be feasible. If one looks at the efficiency for 2048 processor el-

ements (60 %) and the computation time for a single Kepler K40 GPU (34 ms), then, using

about one thousand Kepler GPUs in a computational experiment one might obtain the necesary

computational power for a full 3D simulation.

The co-design of the parallel numerical technology of the solution of the astrophysics prob-

lems resulted in 55 times speedup within a single GPU and 96% efficiency when using 60 GPUs,

and also 27 times speedup in offload mode and 53 times speedup in native mode within a single

Intel Xeon Phi and 94 % efficiency when using 32 MICs. Such an efficient use of the accelerators

enable to conduct simulations with the grid size 10243 in acceptable time and to model ”fine”

effects in the collision of galaxies.
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